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This paper conducts a panel data empirical analysis of trade policy differences among 10 industrial sectors over 17 years. Three clusters of explanatory variables – trade shares; factor intensity use and industrial organization/collective action – are applied to explain the dependent variable: trade policy, expressed in terms of either protection (tariffs) or state support (subsidies). I claim that, despite recent shocks, state policies toward special interests have remained relatively constant over the period 1988-2005. Regression results show that Brazilian trade policies are characterized by a Heckscher-Ohlin pattern, that is, that factor of production use by the industrial sectors determines their policy position. Hence, the scarce factor in Brazil (capital) receives relatively more protection and subsides. However, there are some qualifications, “capital” receives more subsidies rather than tariffs; and it is noticeable the protection for labor intensive industries alike. Additionally, “concentration” and “scale” (collective action measures) are significant intervening variables, explaining differences across sectors but, while the latter acts upon tariffs the former influences only subsidies. Besides, variables proposed by “new trade theories”, such as technological intensity by sectors, do improve the power of the model. Trade shares variables; however, such as “export orientation” and “import penetration” do not exert significant statistical effects on the dependent variables, though regional intra-industry flows do play a role influencing state support policies. Adding time trends and “dummy” variables to the specifications change some variable’s significance, and it is noticeable the importance of globalization trends and mounting intra-industry regional trade in shaping the policy outcome. Results are consistent with panel corrected standard errors (PCSE) and seemingly unrelated regressions (SUR), estimation techniques chosen due to data characteristics
Resumo
O trabalho conduz análise empírica com dados de painel sobre diferenças de políticas comerciais entre 10 setores industriais ao longo de 17 anos. Três conjuntos de variáveis explicativas – coeficientes de comércio, intensidade no uso de fatores e organização industrial/ ação coletiva – são usados para explicar a variável dependente: política comercial, expressa tanto em termos de proteção (tarifas) quanto em apoio estatal (subsídios). Argumenta-se que, apesar de choques recentes, políticas estatais direcionadas a interesses especiais mantiveram-se relativamente constantes no período 1988-2005. Os resultados das regressões demonstram que as políticas comerciais brasileiras são caracterizadas por um padrão Heckscher-Olhin, qual seja, o uso dos fatores de produção pelos setores industriais determina as políticas recebidas pelos mesmos. Assim, o fator escasso no Brasil (capital) recebe relativamente mais proteção e subsídios. Entretanto, existem algumas qualificações: indústrias intensivas em capital recebem mais subsídios de que proteção tarifária; e é perceptível a proteção tarifária também a setores intensivos em trabalho. Adicionalmente, “concentração” e “escala” (medidas de ação coletiva) são variáveis intervenientes significativas explicando diferenças entre setores, entretanto, enquanto a primeira age sobre as tarifas, a segunda influencia apenas os subsídios. Adicionalmente, variáveis propostas por “novas teorias do comércio”, como a intensidade tecnológica dos setores, de fato aumentam o poder do modelo. As variáveis de coeficientes comerciais, todavia, como a “orientação exportadora” e o grau de “penetração de importações” não exercem efeito estatístico significantemente na variável dependente. A adição de tendências temporais e variáveis “dummy” modifica a significância de algumas variáveis, e é perceptível a importância de tendências de globalização e o crescente fluxo comercial intra-industrial regional para a definição das políticas. Os resultados são consistentes em estimações por painel corrigido por erros padrão (PCSE) e regressões aparentemente não-relacionadas (SUR), técnicas escolhidas devido às características dos dados.
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Section I - Introduction

Notwithstanding neoclassical trade theory that typically suggests that the benefits of trade would be greater among countries with different resource endowments, Brazilian policymakers have consistently refused to engage in and implement North-South integration and have opted instead for managed trade policy. On the domestic front, following a Gershenkronian approach, Brazil has adopted higher tariffs and state support, aimed at promoting and protecting industrial sectors. Activist industrial policy has been a constant in the economic policy of the country, even after the neoliberal reforms of the 1990s. Conversely, on the external front, Brazil’s strategy has been linked to the building up of a regional integration block, Mercosur, a customs union that aims to eventually become a common market. A logical strategy for a country trying to implement trade and structural reforms in the face of occasional setbacks in public sentiment toward greater immersion into the globalizing world is to lock them in through free trade agreements. In the 2000s, however, Brazil refused to surrender its managed policy tradition, avoiding free trade agreements with advanced markets.   

After some years of trade opening and structural reforms, which have decreased not only tariffs, but also the state’s role in the economy, it is worth asking: are there differences between economic groups regarding trade policy? Is it feasible to suppose that some industrial sectors in Brazil would benefit from integrating with advanced markets? What are, ultimately, the explanations for cautious trade liberalization in Brazil?

Neoclassical international trade theory suggests that according to comparative advantage, the sectors characterized by factor-intensity in the factors that are most abundant in Brazil and Mercosur, such as those based on natural resources, would be most likely to benefit from integration with advanced markets and would lobby for liberalization. Accordingly, more recent non-neoclassical international trade theory suggests that export-oriented sectors may benefit from trade integration, even when comparative advantage is not apparent, because they may benefit from larger markets and technological externalities. To what extent is regional trade already an intervening variable influencing the position of productive sectors regarding trade policies?  The creation of Mercosur in the early 1990s changed the organization of industrial sectors and their strategies within the Southern Cone. Intra-industry and intra-firm interests are now part of the picture. Could the same political economy forces operating in Mercosur be present in a Western Hemisphere regional agreement, such as the FTAA? 

I draw on political economy theories to address these questions, using panel data econometrics and stylized facts. The underlying hypothesis is that Brazilian trade policy targets special industrial interests. Despite various shocks that Brazil faced during the last two decades, trade policies preserved its characteristics and are still dictated by these special interests.
Following this introduction, section II discusses the theories and the underlying assumptions thereof for my empirical testing. This section specifies the hypotheses to be tested and expected signs of variables. Section III briefly comments on the estimation techniques, Section IV discusses the statistical results. Section V concludes. 
Section II – Theories and assumptions.

In this section, I review the literature on endogenous trade policy, political economy of industrial policy/export promotion and economic integration. I systematically explain how the various theories relate to my particular hypotheses. Then, I explain my choice of dependent variables (tariffs and state support) and I provide a detailed account of the effects of the three clusters of explanatory variables (factor intensity use, industrial concentration/collective action and trade shares on the dependent variables.  
I treat protection (tariffs) and state support (subsidies) as the measures of trade policy, the basic variables to be explained. The literature on endogenous trade policy emphasizes mechanisms of protection (tariffs, non tariff barriers, quotas, voluntary export restraints). However, trade policies in Brazil, as well as in other large emerging economy countries, must be also addressed in terms of industrial policy to bolster exporting capacity. Brazil has upheld these mechanisms of industrial promotion during the second half of the twentieth century and retained them even after the structural reforms of the 1990s and the agreements of the GATT/WTO framework. 
Following the broad premises of endogenous trade policy theory, Brazil should be expected to protect/support its capital intensive sectors, vis-à-vis labor- or land- intensive sectors. Conversely, according to alternative propositions of this literature, which emphasize lobbying along sector lines – governmental policies are likely to  financially support exporting interests and protect import competing sectors. The level of market power and concentration is also an important intervening variable so that economically powerful and concentrated sectors – such as oligopolies, monopolies and conglomerates – should be able to exert pressure and capture governments; resulting in higher tariffs or state subsidies. Finally, recent literature asserts that industrial sectors characterized by increasing returns to scale and dependent on foreign inputs may lobby for trade liberalization, particularly, under regional agreements. 

To Gawande and Krishna (2003), early political economy models of trade policy were highly stylized and were tested with different degrees of success. Overall tests were subject to empirical shortcomings, mainly derived from regressor endogeneity and lack of rigorous sensitivity analysis. Those authors acknowledge the headway that such theory has made in establishing increasingly strong microeconomic foundations, contributing to more robust empirical results.  Several variables are proposed as determinants of trade policy: industry size, employment, concentration ratios, volumes of imports and exports, changes in imports and exports, elasticity in the use of factors of production, campaign contributions, the level of unionization in industry, the levels of low and high skilled labor, and intra-region/intra-industry trade. 
Hypotheses and expected signals of variables. 

Applying endogenous protection models to analyze trade policies of developing countries is relatively uncommon. The modeling of policy process and lobby influence is not as straightforward as in developed countries because data on campaign contribution/legislative decision – variables that would capture the position of sectors and politicians toward policy issues - is limited. Therefore, the analysis of the “demand side” is complex. Conversely, the “supply side” of policies is influenced by institutional determinants that shape policymakers’ choices, as explained by the theories that emphasize bureaucratic autonomy (Haggard 1990:181-183). This void has been filled by recent research. Olarreaga and Soloaga (1998), Chen and Feng (2000), Grether et al (2001) and Ferreira and Fachini (2005) tested variations of the theory, respectively, on Mercosur, China, Mexico, and Brazil. Overall, their works confirm that factor endowments and industrial organization/concentration influence the level of protection/support of industrial interests. But variables not particularly addressed by endogenous trade policy theory, such as FDI (Grether et al 2001) and technological content of industries also influence policies (Chen and Feng 2000). 

Furthermore, one of the complications of testing the applicability of these theories to developing economies is that the political economy of trade policy in countries such as Brazil, China and Mexico is expressed not only in terms tariff protection but also in industrial promotion (subsidies). My choice of dependent variables attempts to get around this methodological shortcoming. Tariff protection and state subsidies are both instruments of trade policy. Whereas, tariffs are the traditional variable used by endogenous trade policy models, I also deem it important to include in the analysis the level of state subsidies received by special interests.  

Brazilian MFN nominal tariffs are my first dependent variable. As Brazil is part of Mercosur, an exercise to explain the protection of industries in the bloc could use Mercosur nominal tariffs instead, just like Olarreaga and Soloaga (1998). However, it is worth noticing that Brazilian consolidated nominal tariffs are subject to several exceptions under the Mercosur Common External Tariff (CET). Therefore, Brazilian nominal tariffs and Mercosur CET tariffs differ in several lines, such as heavy manufactured products, machinery and equipment (Flôres Jr and Watanuki 2008). 
My other dependent variable “State support share” measures the proportion of the National Development Bank (BNDES) loans received by ten industrial sectors relative to its output. Though Brazilian subsidies are not targeted exclusively at the export market, subsidizing domestic industry can be viewed as a deviation from a situation of free trade, with welfare-reducing effects from the perspective of the world economy. In an open economy, factor endowments would be the only determinant of industry international competitiveness. Therefore, from the perspective of theory, tariffs and subsidies are equivalent. 

My choice of dependent variables captures policymaker’s discretion in “picking winners” and the interaction between government officials and industry representatives. Trade policies are endogenously defined by policymakers in their interaction with industrial representatives. The period of analysis (1988-2005) allows me to make inferences about trade policy setting in Brazil, during a period of important policy reforms aimed broadly at scaling back state intervention and opening up the economy. Furthermore, there have been exogenous financial shocks in this period, the creation of Mercosur itself, and negotiations under the GATT/WTO. My main purpose is to track how these changes have affected policies toward different industrial sectors over time. 

My general hypothesis is that Brazil still maintains a level of protection and support to special industrial interests. Hence, I compare the policy treatments received by the ten industrial sectors and I relate these to differences in factor intensity, foreign trade shares and levels of competition (the sectors are described in table 02 in the annex). Though my level of aggregation is high, it allows us to determine the extent their intrinsic characteristics influence the policies directed at them. Finally, it is worth acknowledging that these two policies – tariffs and subsidies - are closely related: both are mechanisms of industrial policy to address economic sectors’ and domestic constituent’s interests, hence, they can be regarded more as complements than as substitutes.  

Table 01 below explains and summarizes the effects of three clusters of explanatory variables – coming from the different theoretical alternatives and authors - on the two dependent variables. Table 03 in the Annex presents summary statistics for all the variables. Next, I discuss the possible influence of each of these independent variables on both dependent variables. These regressors, however, do not necessarily have opposing effects on the explanatory variables and, because I am using the same set of regressors to explain two different dependent variables, estimation problems may arise. These points will be addressed in the next sections. 
Table 1: Effects of Explanatory Variables on Brazilian Trade Policies
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Industrial organization/competition variables 

(Magee et al; Grossman-Helpman)

Scale (employment/number of firms) 

Competition (number of firms in sector/ total firms)

Trade related variables 

(Ricardo-Viner; Increasing Returns to Scale)

Share of Exports (exports/output) 

Share of Imports (imports/domestic demand) 

Index of Intra industry trade (Mercosur)

Index of Intra-industry trade (Western Hemisphere)

Factor intensity variables

(Heckesher-Ohlin/Stolper-Samuelson)

Capital Labor ratio (fixed assets/employment) 

Capital Intensity (fixed assets/industrial output)

Labor Intensity (wages/value added)

Skill Intensity (share of wages/employment) (Factor Specificity)

 Dependent Variables

(Trade Policies)

 Independent Variables  

(theories; authors):



(Effective/Nominal) Support Share


The first set of explanatory variables is related to factor intensity. At the sectoral level, factor use may reflect technology use more than endowments. Assuming sectors use different technologies, these variables gauge the relative content of “labor” and “capital” used in production. Brazil is a middle-income emerging market economy more well-endowed with the factor of production “labor” relative to “capital”
. According to generalizations of the Heckscher-Ohlin/Stolper Samuelson (H-O/S-S) theorems, capital intensive industries should receive higher protection than labor intensive industries. Similarly, subsidies should be directed more to those capital intensive industries. Regarding “labor” intensive industries, because these sectors employ many workers and because of electoral concerns, for instance, Brazilian policymakers will also attempt to create mechanisms to support industries that use this factor intensively. But due to “relative” differences between sectors, according to the H-O/S-S assumptions, it is expected that the labor intensive industries will receive relatively less protection/subsidies than capital intensive ones. 

I measure “Capital Intensity” by the ratio between fixed assets and industrial output. Numerator and denominator are in constant 2005 U.S. dollars, thus, the number is a ratio in units. “Capital Intensity” is expected to exert a positive effect on tariffs and on subsidies: the higher the ratio, the more capital has the sector and the higher are tariffs and support.  Conversely, I measure “Labor Intensity” using the wage bill to value added ratio; in this case, numerator and denominator are in the current Brazilian currency. The number is a ratio in units. “Labor Intensity” is expected to exert a negative effect on both tariffs and support: the higher the ratio, the higher the content of labor and the smaller are tariffs and subsidies.  Meanwhile, there is also rationale to support a median voter model of democracy: as a result, Brazilian policymakers could be expected to grant benefits to labor intensive industries to appease constituents. Thus, in this case, labor intensive industries will receive benefits, expressed either in higher tariffs or subsidies. Therefore, there is a degree of uncertainty related to the expected sign of this variable. But since Brazil is a labor-abundant country relative to capital, I believe that labor intensity should exert a negative effect on tariffs and on state support. 

The “Capital-Labor Ratio” is the ratio of fixed assets (stock of capital at the end of the year) to employment, end of year. It measures the proportion of capital to labor use in each industry. I have this data for the U.S. and for Brazil. Due to variations over time in methodologies of gathering data in IBGE and to avoid endogeneity, I choose not to use the Brazilian time series in the econometric exercises. Instead, I use the U.S. ratio
. The higher the number, the more capital relative to labor in the sector, hence, “Capital-Labor Ratio” will have positive effect on tariffs and positive effect on state subsidies. This variable is expected to have the same sign to “Capital Intensity” and the opposite sign of “Labor Intensity”. Again, there is an issue of technology adoption by different sectors: industries such as electronic and electrical equipment or transport equipment are more capital intensive than food products or textiles and clothing, because they tend to embody more advanced technologies in production.  Differences in the use of “labor” and “capital” should be also understood in terms of “asset specificity”. For example, capital intensive sectors may have more immobile assets – such as larger plants with specialized machinery, while labor is a more mobile factor
. Hence, capital intensive industries will have higher incentives to influence policy, in the case of Brazil, against trade liberalization, favoring higher tariffs. 

In order to get around these technological characteristics of the sectors, I include a variable to measure the content of skilled labor (wages relative to employment), which can be interpreted as a proxy for “human capital”. “Skilled labor” attempts to capture the possible political economy interests of technology advanced industries. Sectors that have the higher skilled labor content are Transport equipment, Electronics and electronic equipment, Chemicals and pharmaceuticals, industries considered high-tech by international standards.
 In order to capture the effects of technology, I also use a dummy variable (Tech), assigning 1 to those high-tech industries and 0 otherwise. “Skill intensity” and “Tech” measure are expected to have the same signals and effect on policies. Brazil is a country more endowed with low-skill labor relative to high-skilled labor (Harrison et all 2004), hence, consistent with H-O/S-S assumptions, human capital intensive sectors in Brazil would receive more tariff protection and more state support. Nonetheless, in line with increasing returns to scale (IRS) explanations, high tech industries could lobby for smaller tariffs in order access foreign inputs and to acquire newer technologies. Hence, regarding tariffs, the expected sign of the coefficient is ambiguous. But, regarding state support, the treatment of technology intensive sectors is similar to capital intensive sectors. Indeed, since technology is in even scarcer supply they could be expected to receive even more state support relative to abundant factor sectors. Hence, “Skill intensity” and “Tech” should definitely exert a positive effect on the “State support share”. The high level of aggregation in my data turns the interpretation of these assumptions into something of a stylized facts exercise.

Trade share variables attempt to capture the effects of the international exposure of these industrial sectors to foreign competition in demanding compensation/benefits to policymakers, who will decide, based on their incentives and cost-benefit analysis, to grant or not grant such special treatment.  Basically, as supported by the Ricardo-Viner (R-V) assumptions, put forward by Magee et al (1989), and by the G-H model (Grosmann and Helpman 1994), export orientation and importing competition interests can endogenously influence trade policies. Export-oriented sectors will be pro-liberalization and thus favor further multilateral or preferential trade liberalization, seeking reciprocity. By being able to export, they are competitive; they do not fear tariff reductions. Indeed, even unilateral liberalization would benefit them. On the other hand, domestic sectors competing with imports will prefer to keep tariff barriers. 

But here there is a problem of reverse causality. One could argue that the causation goes in a direction that is opposite to what is hypothesized: higher tariffs could produce less competition, less import penetration and, consequently, an anti-liberalization bias. Similarly, export incentives in the past spurred export orientation of sectors in the present. Brazil has adopted policies in the late phase of the ISI years (late 1960s-1970s) to improve the export orientation of industrial sectors, especially in high value added industries, often involving direct subsidies and state-intervention in production. These policies are also known as Export Oriented Industrialization (EOI). In theory, these policies influence the international orientation of the sectors rather than the contrary. Therefore, import and export shares at time t could be a consequence of previous policies that have slashed tariffs and/or granted subsidies. 

In order to sustain my hypothesis, in which the causality goes from exports interests to lobbying activity and policy treatment, there is a time lag requirement. Policies in time t are influenced by trade shares characteristics in time t-1 or t-2.  For that matter, in my model specifications, all trade oriented variables are lagged one period. Similarly, the literature addresses this problem by assuming that trade shares of sectors of each country (level of export orientation or import penetration) are the consequence of comparative advantage in the long run, which are unconditionally exogenous to policies (Magee et al 1989). For instance, Brazil is land abundant, thus, agricultural goods will naturally have high export orientation, despite, policies that improve (or damage) the international competitiveness of the sector. 
Industries that are heavily oriented toward exports, indicated by a large share of output going to exports, are likely to take part in trade liberalization lobbies. Since they are competitive, they do not require protection, but since they also benefit from greater integration with world markets, they may demand subsidies to help them compete in foreign markets. Hence, the variable “Export Share” is expected to exert a negative effect on tariffs and positive one on subsidies. Conversely, industries experiencing foreign competition and import penetration – the share of domestic demand that is supplied by imports - are likely to participate in protectionist coalitions and attempt to deter further trade liberalization but may seek compensation for any losses that they might eventually experience. As a result, a higher “Import share” should exert positive effects on both Tariffs and State Support. The literature also uses “change in import penetration” as an explanatory variable: positive change in import penetration increase tariffs (Gawande and Krishna 2003). I also include this last variable in the regressions.

Having said that, the variables “Export share” and “Import share” are candidates to be instrumented, due to problems of reverse causality and endogenous regressors
. Due to difficulties in finding strictly exogenous regressors to be used as instrumental variables for the trade shares, I use an estimation technique (Seemingly Unrelated Regression – SUR) that partially addresses the issue of simultaneity of regressors, particularly the problem of contemporaneous correlations between residuals. Trefler (1993), for instance, analyzing endogenous protection in the U.S., in a very rigorous work, tests several specifications and performs sensitivity analysis to address the simultaneous determination of dependent variables and regressors. He uses imports (import penetration) and non-tariff barriers (NTBs) interchangeably as dependent and independent variables. The import equation captures the negative impact of NTBs on imports, and the NTB equation captures the positive impacts of imports on NTBs. His findings are consistent with endogenous protection theory, that is, when trade policy is treated endogenously; high levels of import penetration will lead to greater protection. 

Testing these models is basically therefore a static exercise, since traditional endogenous protection models do not address the possibility that trade opening may enhance or diminish sector competitiveness in a future period. Hence, sectors are just preoccupied with short term losses/gains based on their long run comparative advantage characteristics. But, as assumed by IRS theories, some industries may benefit from trade integration, even when they do not have comparative advantage in the short run, due to increasing returns to scale effects caused by market expansion and access to better inputs. I test this hypothesis with the intra-industry variables. I wish to investigate the political economy of industries that trade more with Mercosur and the Western Hemisphere regions. I use the Grubel-Lloyd index of intra-industry trade to create two variables, respectively, “Intra-industry trade Mercosur” and “Intra-industry trade Western Hemisphere”, which measure the levels of exports and imports in the sector that are regional for each such region
. While being comparative static in nature, the testing of such variables introduces some elements of “new trade theory”, encompassing increasing returns, imperfect competition and technology transfers. In sectors with intra-industry trade, regional trade liberalization allows firms to differentiate their products and specialize for niche markets As a result, these sectors tend to be more favorable to open trade and to decreasing tariffs. (Chase 2003). According to the theories advanced by Baldwin (2006) and Ornelas (2005), increased regional transactions may also cause downward pressure on tariffs toward third markets. 
The same rationale present in Mercosur can be applied to those sectors that trade more intensively within the Western Hemisphere. Since there is no Western Hemisphere FTA though, my assumption is that sectors that trade comparatively more within the continent will favor a future FTA in the region, and they will prefer to decrease third party tariffs. Hence, this variable will exert a downward pressure on tariffs. On the other hand, these same sectors that have geographically concentrated interests may be able to exert protectionist pressures because they tend to be more concentrated. Therefore, the effect of intra-industry trade on lobbying for regional trade liberalization may be uncertain (Chase 2003). However, espousing Ornelas and Baldwin theories, I assume that downward effects on tariffs should predominate. In any case, I expect that the regional intra-industry trade variables would have the effect of lowering tariffs. In this econometric exercise, I also examine measures of industrial concentration to find out how they might influence tariffs. 
The effect of such regional intra-industry trade variables on state support is not as clear-cut because subsidies, i.e., export subsidies, often undermine the logic of preferential trade liberalization. Subsidies to domestic industries in RIAs create strains between countries because the companies or sectors recipients of such benefits take advantage of them to artificially increase their participation in partners’ markets, causing not only unfair competition within the bloc, but also  the  possibility of trade balance disequilibrium. However, the Mercosur legal framework does not prevent the use of industrial incentive policies in Brazil (especially BNDES loans). My hypothesis is that Brazilian industrial sectors with regional interests will increase their demand for state support in order to improve their participation not only in regional but also in extra-regional markets. The same rationale applies to sectors with higher Western Hemisphere orientation, with the difference that, since there is no Western Hemisphere FTA, there is no institutional constraint on asking for state support.WTO agreements, however, limit the latitude of national government in granting subsidies, as established in the Agreements on Subsides and Countervailing Measures (ASCM) of the WTO Marrakech Treaty. But to get around WTO rules, loopholes have been used by the Brazilian government, which often are related to the complex domestic tax legislation of the country (Shadlen 2005). 
Finally, industries engaged in intra-industry trade in regional markets are generally characterized by increasing returns to scale. In these industries, clustering and vertical integration of production lines have competitiveness enhancing effects. Thus, it is feasible to suppose that these industries will lobby for state support in order to improve their competitive edge and their participation in regional and external markets. Summing up, sectors engaging in regional intra-industry trade can be expected to receive comparatively more state support. In my specifications, I also test interaction terms between these intra-industry regional trade shares and time trends in order to track their effects over time.

Finally, I look at a third set of explanatory variables in order to assess the impact of industrial concentration/collective action on domestic policies. According to theory, more concentrated sectors will be able to co-ordinate and to lobby more easily. Therefore, they have the ability to influence policies more effectively by overcoming free-riding problems (Magee et all 1989). The G-H model, using insights of new trade theory, looks at the structure of the industrial organization as an explanatory variable for protection. Industrial organization theory also employs the degree of concentration of the market as a more effective means of measuring economic power and the capacity to influence policies. Therefore, market power will lead to higher tariffs and subsidies

My indicator of industrial concentration is “Scale” – total employment in the sector divided by the number of firms. Generally, industries with larger scale are comprised of larger companies, which have more employees, are more concentrated and have the ability to exert pressure on policymakers more effectively. Hence, the higher the scale, the more concentrated is the sector and the larger the capacity to influence policies. “Scale” is expected to exert positive effects on both tariffs and state support. Alternatively, this can be considered a proxy for “labor unionization”, because more concentrated sectors, with fewer companies, tend to have more powerful unions. This variable is, hence, a good proxy for “collective action” in industrial sectors.

Following Olarreaga and Soloaga (1998), I also use another variable to measure “concentration”, namely, the ratio of the number of firms in each sector to the total number of firms in each one of the ten industrial sectors. Sectors with smaller ratios have fewer firms; sectors with higher ratios have more firms. More concentrated sectors will receive more protection and subsidies. “Concentration” will exert negative effects on tariffs but positive effects on state support. For example, the Transportation Equipment sector is more concentrated than Textiles and Clothing, thus, the ratio of the former is smaller. Again, concentrated sectors have higher capacity to influence policymakers effectively, through lobbying, because they are able overcome free-riding problems. It is worth stressing that the effects of concentration are related to the level of competition in a given market. It is the best interest of firms in concentrated sectors (oligopolies) to limit the contestability of markets Tariff drops lowers barriers to entry, improve competition, hence, harming profits (Baumol, Panzar and Willig 1982).  In the next paragraphs, I consider the empirical strategy and model specification to test the assumptions put forward here. 
Empirical strategy and model specification

Based on Tavares (2006), which adopts a similar empirical strategy, I treat policy preferences for each sector - industry tariff rates (or subsidies) - as if they were the result of a politically optimal deviation from free trade. From the perspective of international trade theory, an export subsidy is equivalent to a tariff because it distorts free trade. Thus, I treat them equally in the base model. Letting  p​​it be the relative price of the product of industry i = 1, ..., n at time t; p*​​it  the world price of that industry good (so that p​​it - p*​​it  = τ it , the tariff rate (or subsidy) on good i at time t), and π it (·) indicating the profit function for the industry, the  government’s trade policy function is: 
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(1)

in (1) the first argument indicates the gain in industry profits or rents, and the second term represents the loss on consumer welfare from the tariff (or subsidy). The setting of the tariff or subsidy for an industry involves the interests of the industry through profits or rents, the interests of the domestic consumers of the commodity, who seek to maximize their utility; and interests of the government, which trades off industry and consumer preferences, and performs its own judgment about the importance of the industry for itself and for the economy of the country as a whole. 

My purpose is to explain the difference in the structure of protection/support across industrial sectors over the time span 1988-2005. Since my interest is simply empirical, the trade policy functions come not from a formal model, but from previous empirical and theoretical work (for instance, Rodrik 1995). The policy process is endogenous, meaning that the interplay between governments, industry representatives and consumers are all included in the objective function. My inquiry departs from the empirical observation that, even though Brazil has implemented trade reforms in the 1980s and 1990s, the country still has comparatively high levels of protection. From the point of view of effective tariffs - which take into account protection for both final products and inputs – the distortions are even higher, varying from -4 to 133 percent. (Mesquita Moreira 2008). Table 02 in the annex, with data from Kume et al (2005), show the variations in effective tariff rates over time, using a two digit CNAE, equivalent to Standard International Classification - SIC. 
To estimate the policy preference -industry tariff rate and state support share - I use a balanced panel of 10 industrial sectors comprising a period of 17 years, from 1988 to 2005. These years account for a pre-liberalizing period (1988-1990); the years of tariff schedule reduction which accelerated in 1990 and finished in1994, which is also the year in which the Common External Tariff of Mercosur was formally established, the Real Plan macroeconomic stabilization plan was initiated, and there was a certain amount of scaling back in tariff reductions due to macroeconomic imbalances caused by external crises between 1995 and 2005. The latter period was one that included the Mexican, East Asian, Russian and Brazilian crises. My main hypothesis is that the aggregate level of protection has changed markedly over the years, but the relative level (variance over sectors) of protection/support remained more stable and is affected by technological (factor endowments use) and political economy variables. I believe special interests – bureaucratic and technocratic ones included - have maintained their ability to influence policies, despite market reforms and exogenous shocks. The use of panel data allows me to look for specificities of each sector, which are a function of the political economy variables, such specificities would not be captured in an OLS pooled regression. Basically, I believe that the absolute levels of protection and state support have changed over time; but the relative (sectoral variance) level of “protection and support” has not changed that much due the rather static condition of the sector and policy characteristics. 
In short, I wish to measure the relationship between benefits received by each sector - tariff and subsidy - and the various components of the trade policy function which may be changing over time. The estimating equation is:

[image: image4.wmf]it

it

i

it

C

e

b

a

t

+

+

=

1






(2)

Where τ it is the policy for industry i in time t, (tariffs or support), also understood as the difference between domestic prices and international prices. I include α​i which represents unobservable industry fixed effects that may be correlated with the explanatory variables. Such industry-level fixed effects are useful to control for sector heterogeneity which is common given the relatively few explanatory variables included and the many differences among sectors aside from those measured. These effects may also control for unobservable characteristics that are fixed over time. Cit is the vector of characteristics for industry i at time t and include trade orientation, factor endowments and competition variables, εit is the error term, composed by the v​i , assumed to be attributable to differences between the individual unit, which is know as heterogeneity, and the second component λ​it , the error term modeled in normal OLS regressions, assumed to be i.i.d.. Equation (2) will be estimated using different techniques – ordinary least squares, fixed effects, random effects, generalized least squares, panel corrected standard error and seemingly unrelated regression. After a set of initial tests, I also include time trends and year dummies to see how much the results change. 
My base model is given by the next equation:
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In the specification above, the trade variables are all lagged in one period. These include “Export share”, “Import share”, “Import share change” – measuring the change in import penetration -, the variables measuring the content of intra-industry trade in Mercosur and in the Western Hemisphere. The factor endowments variables include the “Capital-labor ratio”, “Capital intensity”, “Labor intensity”, and “Skill intensity”. I also include a dummy for technological-advanced sectors, “Tech”. Finally the competition variables, “Scale”, which measures employment relative to the number of firms and “Concentration”, the ratio between the number of firms in each sector and the total number of firms. These variables are also lagged. To check for the robustness of coefficients, I include regressions with year-dummies alone and another one including two time trends starting in the second half of the 1990s (1995 and 1997), making these time trends interact with the Mercosur and the Western-Hemisphere intra-industry trade variables, respectively. Finally in the last regression, I add a dummy (Liberalization), which is also a time trend from 1989 to 1994, to account for the effects of the negotiations and conclusion of the Uruguay Round, and the creation of the WTO. This last variable, ultimately, attempts to measure the effect of the liberalizing world trade order on domestic policies. Results for the dependent variable “Nominal Tariffs” are displayed in table 0x “Model 1”; table 0x “Model 2” display results for “State Support Share” as the dependent variable. 
Section III - Comments on the choice of estimation techniques: 

I will briefly discuss my choice of estimation techniques. This section relies heavily on Certo and Semadeni (2006) and Beck and Katz (1995). These authors discuss applications of panel data estimation methods to management studies and comparative political economy research. First, I discuss the advantages of panel data; then the advantages and flaws of using ordinary least squares (OLS), fixed effects, random effects and generalized least squares (GLS) estimation techniques. Based on those authors, I justify my choice of panel corrected standard errors (PCSE) technique, as the more appropriate for my data, since this technique cluster by sector and year.  Finally, since I am using the same set of regressors to explain two different dependent variables, I estimate the model with Seemingly Unrelated Regression (SUR) models. The discussion of the regression results will be based on the PCSE and SUR techniques.

A panel data set is one that follows a given sample of individuals (firms, industrial, sectors) over time, providing multiple observations on each individual in the sample. The use of panel data allows one to resolve or at least reduce some of the econometric problems that often arise in empirical studies. One such problem occurs when the estimation results are influenced by omitted (not observed variables) that are correlated with the included explanatory variables (see footnote above). More technically, panel data provide “internal instruments” for regressors, which are probably endogenous or subject to measurement errors.  Panel data estimation tackles the problem of endogeneity by transforming the original variables using their mean. These transformations are often argued to be uncorrelated with the model’s error term but correlated with the explanatory variables themselves. As a result, no external instruments are needed.  For instance, if xit is correlated with v​i – the time invariant component of the error term εit -, it can be argued that xit – x_i, where x_i is the time average for individual i, is uncorrelated with v​i and provides a valid instrument for xit. Moreover, estimation with fixed effects, by eliminating v​i  from the error term, eliminates the problem of endogenous regressors (Veerbeek 2000)  
Panel data models are classified according to intercepts and slopes. (1) If it has homogenous intercepts and slopes, it means the intercept and parameter values are the same for all units of analysis over time (pool cross section).  (2) If it has heterogeneous intercepts and homogenous slopes, it means that the intercepts can vary through time or among the units of analysis, being fixed or random, and the parameters can be the same for all units of analysis and overtime. (3) Having both heterogeneous intercepts and slopes would mean that the intercept and slopes can vary through time or among the units of analysis, being fixed or random

Notwithstanding these advantages, the use of panel data often creates potential statistical problems for ordinary least squares regression. Specifically, panel data may create analytic problems in the form of error terms containing heteroskedasticity, autocorrelation, or contemporaneous correlation. The presence of such conditions creates nonspherical (non-i.i.d.) error terms. (Certo and Semadeni 2006).

In the first regression in each model, I pool all the data and run an OLS regression model, with robust standard errors. OLS with robust standard errors is recommended to tackle the problem of heteroskedasticity, e.g. when residuals do not have the same variance. With this technique, the variance-covariance matrix of errors is corrected. In case neither the sector nor temporal fixed effects were significant, the OLS with robust standard errors estimates would suffice. However, this assertion is at odds with my hypothesis; I wish to measure differences across both sectors and time. My time span is a period of alleged significant policy shifting. Even though my hypothesis asserts that relative special treatment has not changed substantially among sectors, there has been variation of tariffs and state subsidies across the years; hence, it is very probable that the error terms will have different variances. Additionally, such estimates are subject to contemporaneous correlation, that the residual of one sector in a particular period will be correlated with the residuals of other sectors in the same period; in other words, contemporaneous correlations arises when the errors of unit i at time t are correlated with errors of unit j at time t. 

Hence, I use both fixed effects and random effects techniques. Fixed effect models assign a dummy variable to each unit that remains constant over time; accordingly, they are also referred as the least squares dummy variable (LSDV) model. In this model the effects of the independent variables remain consistent across units, with each unit in the models containing its own intercept. The fixed effect estimator is also known as the within estimator. Random effect models are similar to fixed effects models, because they also include a panel level disturbance (vi) and a normal disturbance (λ​it). They can also be estimated by equation 2. The key distinction between them is the way in which they estimate the panel level error term. Fixed effects models estimate this panel level error with dummy variables and the disturbance for each unit remains stable over time for each unit (e.g., firm). Random effects on the other hand employ a specific GLS variance-covariance matrix of the disturbance terms to estimate equation 2. In contrast to fixed effects models, random effects models assume that the panel level disturbance changes over time, that is to say, compared with fixed effects estimators, which remain stable over time for each unit, random effects estimators allow the unit effect to vary over time (see footnote above). 

Certo and Semadeni (2006), based on Katz and Beck (1995), also discuss the use of GLS panel data models techniques. In case the disturbances are assumed to be spherical (i.i.d.), OLS provides the most unbiased and efficient estimator. OLS regressions with robust standard errors include the variance-covariance matrix of the residuals in its computation of regression coefficients. But, as I have stated, such assumptions are unrealistic in this kind of data, as not only heteroskedasticity and auto-correlation of the residuals and also contemporaneous correlation, will arise. GLS techniques involve analyzing the data while considering the influence of non-i.i.d. disturbances. In that case, GLS becomes a more efficient estimator than OLS because it weights the influence of residual based on a specified disturbance matrix. 
Beck and Katz discuss the methodological impossibility of the GLS technique when  the number of  cross section units i (N) is higher than the time dimension (T), and they show how GLS technique provides biased standard errors estimators and upward bias in t-statistics “to the extent that the ratio N(N-1)/2  approaches NT”. They propose the use of panel corrected standard error (PCSE) technique, that is to say, OLS with corrected standard errors, as being more appropriate to political economy data and studies in which the time points (T) have smaller or similar magnitude of cross sectional units (N). PCSE allows one to correct for heteroskedasticity, autocorrelation and contemporaneous correlation in analyzing datasets of political economy nature. My data has sample size N of 10 industries, each with time periods T of 17. Were N greater than T, this would qualify me to use GLS technique. Katz and Beck assert that the PCSE technique provides more efficient estimators, especially in the presence of contemporaneous correlation. Only when T is at least twice as large as N, which is not the case here, would the use of GLS, be justified. I tested my dataset for heteroskedasticity and autocorrelation and I can not rule out the possibility that my panel has these problems. For this reason, I use the panel corrected standard errors techniques (PCSE) with autocorrelation correction (AR1).  
Lastly, since I am attempting to explain two dependent variables using the same set of regressors, there is high probability that the problem of contemporaneous correlation of residuals will arise.  Seemingly Unrelated Regression (SUR) estimation is recommended for analyzing a system of multiple equations with cross-equation parameter restrictions and correlated error terms. The SUR technique estimates both models simultaneously – using GLS variance-covariance matrix of disturbance errors- while accounting for simultaneous correlated errors, leading to efficient estimates of the coefficients and standard errors. The SUR estimator requires that the T exceeds N, hence, my data fits in. The gain in efficiency depends on the magnitude of the cross-equation contemporaneous correlations of the residuals. The software STATA performs a test to verify if SUR has yielded a significant gain in efficiency, based on a Lagrange Multiplier (LM) statistic which sums the squared correlations between residual vectors i (e.g. from the model of tariffs) and j (e.g. from the model of state support), with a null hypothesis of diagonality – zero contemporaneous covariance between the errors of different equations (Baum 2007). 

Having discussed all these possible techniques, the  two models – one for tariffs and the other  for state support, respectively, as the dependent variable – are estimated by two different methods: panel corrected standard errors (PCSE) with autocorrelation correction (AR1), and Seemingly Unrelated Regressions (SUR). Below the variables’ coefficients, t-statistics are showed between parentheses. Number of observations, R2 and Wald statistics are reported on the regressions. 

Table 04 in the annex presents the correlation matrix of the variables used in Model 01 and Model 02, in order to check for the degree of multicollinearity among explanatory variables. Particularly, the “Capital-labor ratio” should be positively correlated to “Capital intensity” and negatively correlated to “Labor intensity”. Besides, “Labor intensity” and “Scale” (a proxy for union participation) and the two competition variables might also present high correlations. The correlation of “Capital-labor ratio” with “Capital intensity” is negative (-0.173), while with “Labor intensity” is positive (0.269). I will discuss these apparently conflicting results in the next section. Similarly, “Scale” is weakly negatively correlated with “Labor intensity” (-0.094). “Concentration” and “Scale” are negatively correlated (-0.318). More highly correlated are: “Concentration” and “Skilled labor” (-0.677), meaning that sectors with more firms might employ less skilled labor; and “Scale” with “Skilled labor” (0.546) indicating that sector with larger companies might be able to employ more skilled workers.  In order to avoid colinearity problems, I exclude the variable “Skilled labor” in the regressions. I perform multicollinearity diagnoses tests for the variables used in Model 01 and 02. The results (not reported) do not show a high degree of collinearity among variables. The VIF (Variance Inflation Factor) of individual variables are in acceptable ranges. 
Since my model is static, year and dummy variables were created in order to account for the effects of both domestic and external shocks on the variables over the years
. Though lack of space prevents me to describe them in detail on the domestic front, several shocks happened in the period such as: tariff schedule phasing out from 1990 to 1993; the launching of the Real Plan in the second half of 1994, ensuing macroeconomic stabilization; the Constitutional amendments that provided the legal framework for the privatization and deregulation reforms, etc. From an international political economy point of view, Mercosur was created and its legal tariff framework concluded, the GATT’s Uruguay Round (1986-93) was successfully concluded and the WTO was founded. In order to capture this last particular shock, a “Globalization” dummy variable was created, coding years in a crescent order till the creation of the WTO, after which the value remains constant. This variable accounts for the effects of this international regime change on the domestic policymaking.
Section IV- Discussion of Results

The results presented in Tables 05 and 06, overall, display a pattern of protection/state support consistent with the H-O/S-S assumptions; that is, factor share used by industrial sectors is a main determinant of trade policy, but there are some qualifications. “Capital-Labor ratio” and “Labor Intensity” do not portray the predicted signs in Model 01. This result was expected for “Labor”, as I have discussed, politicians may prefer to protect sectors that employ many workers. On the other hand, “Capital Intensity” has a positive and significant effect on “Tariffs”, but results do not hold in the year effects and time trends regressions. I expand on the explanation of these results below. In Model 02, “Capital-Labor ratio” has positive and highly significant effect on the dependent variable, hence it can be argued that it is an important determinant of subsidies policy, whereas, “Labor Intensity” has a negative and significant effect on that policy in the year dummy regressions. “Capital Intensity” has no statistical significance on “State Support”. These contradictory results might reflect the fact that “Capital–Labor ratio” is negative correlated with “Capital Intensity”, while it is positively correlated with “Labor Intensity”.  Sectors with the higher capital-labor ratios are “Transport equipment” and “Electric and electronic equipment”, while for “Capital Intensity” they are “Machinery” and “Non-metallic minerals”. These different results indicate that these variables measure different things: while one measures the share of capital to labor the other measures asset specificity (fixed assets to output), hence, they have distinct effects on the policies. As remarked before, tests have not revealed co-linearity among these variables.
Concerning the “industrial concentration/competition”, variables also related to collective action characteristics, in Model 01, “Scale” is statistically significant and has the predicted signs in all the regressions. “Competition” has the predicted negative effect on “Tariffs” in the baseline regressions, but it looses significance when dummies and time trends are added. In Model 02, only “Concentration” is highly significant in all specifications. “Scale” has a statistically significant but negative effect on state subsidies in the SUR estimations. Hence, R-V and G-H assumptions, that stress the ability of industrial sectors in overcoming free-riding problems and lobbing effectively, are consistent with the Brazilian case regarding protection, but only partially with subsidies. It is also noticeable that coefficients are sensitive to changes in model specification because, in Model 02, “Scale” gets significant with a negative sign in all SUR specifications. Yet, overall, results of regressions with PCSE and SUR techniques show that the broad patterns are maintained. 

Sectors with higher degree of concentration and larger scale are “Transport equipment”, “Electric and electronic equipment” and “Chemical and pharmaceutical products”. Incidentally, those are also technologically intensive sectors and characterized by relative high-skill labor. The variable that specifically accounts for human capital intensity, “Tech” – recall that “Skilled labor” was omitted due to problems of colinearity” - does display statistical significant results in both Models 01 and 02. “Tech” exerts negative effect on “Tariffs”, while it has a positive and significant effect on “State support. “Tech” is also significant at a 10 percent level in the PCSE estimations with “Tariffs”. Hence, my data  allows me to partially support “new trade theory” assumptions, that is, sectors with high technological content – a scarce factor in Brazil – might benefit from greater trade integration and lobby for tariff slash and for more subsidies: technological sector, for instance, may want to have access to cheaper imported modern inputs, lobbying policymakers accordingly.

As I have commented, policymakers may wish to appease constituents in sectors that employ many workers; therefore labor content is also a significant determinant for protection. “Labor intensity” exerts positive and significant effect on tariffs in Model 01. These effects, however, are only existent when adding the time trends and dummies. Political concerns certainly explain this outcome. This result may also reflect the fact that Brazil is not as endowed with factor of production “labor” as recent new entrants in world markets, namely, China. Hence, trade policy in Brazil is increasingly reflecting the huge impact of imports in low-tech manufacturing goods coming from China, ensuing protectionist pressures from workers and business owners in labor intensive industries. 
In that line, the variable “Scale” is also related to the labor mobilization in the industry: more concentrated sectors have more powerful trade unions, which may be able influence policymakers and policies more effectively. Therefore, the positive and very significant effect of “Scale” on “Tariffs” can be explained on this basis. This is particularly true with Transport equipment, for example, in which the auto-industry has one of the most powerful trade unions of Brazil. Conversely, “Scale” has a negative and very significant effect on “State support”, in the SUR estimations, contrary to what I have predicted; whereas, “Labor intensity” also exerts negative and statistically significant effects on “State support”, in the year effects regressions. One can interpret these apparently contradictory results on the following basis: politicians provide protection to labor intensive and labor organized industries, but these segments are not sufficiently influential to ask for state subsidization. The political economy pressures are reflected only through tariff protection. 

“Concentration”, exerts positive and highly significant effect on “State support”, meaning that more concentrated industries will lobby more effectively, overcoming co-operation problems in looking for governmental subsides. However, upward effects are not noticeable on “Tariffs”, in Model 01. “Concentration” even accounts for decreasing tariffs in the baseline regressions, albeit coefficients become insignificant with time trends. An explanation for this might be the number of companies has increased in all sectors after liberalization; hence, there have been more, not less competitions over the years.

The Globalization dummy exerts very significant negative effect on “Tariffs”, indicating that levels of protection were much higher before 1994. The same does not happen, though, with subsidies; “Globalization” dummy is not significant on “State support”, suggesting an offsetting trend: while Brazil decreased its tariffs, state support was maintained and even increased in the second half of the 1990s, despite the international trade commitments.
Finally, the trade variables present different outcomes with “Tariffs” and “Subsidies” as the dependent variable, the latter providing much more robust results. In model 01, though, some of results do support my hypothesis. “Import Share” and “Western Hemisphere Intra-industry trade” depict statistically significant results with the predicted positive and negative signs, respectively. In the SUR estimation and with the time trends, the effects on “Import change” are magnified. I support that increased competition from imports would prompt domestic sector to lobby for higher tariffs, whereas sectors with regional trade interests would prefer smaller tariffs. Since SUR estimation improves the efficiency of coefficients, the “Import share” result allows us to infer that increasing competition with foreign goods might explain lobbying reactions from domestic industries. Yet, the relevance of the variable in influencing policies is not as high as factor use shares and collective action (competition/scale) variables.

These weaker results are not at odds with the findings of the literature, though. In addition to estimation problems (causality and endogeneity), several studies did not document import competition, export orientation and intra-industry trade as significant explanatory variables for protection. Gawande and Krishna (2003) literature review displays a table reporting Baldwin (1985) and Trefler (1993) estimation results, in which trade variables are insignificant, while factor use and concentration indicators are substantive determinants for protection policies - tariffs and NTBs. Conversely, in their study about Mercosur, Olarreaga and Soloaga (1998) variables on import penetration and intra-industry trade do not show statistical significance, though their model suffer from flaws, since, variables change signals in alternative model specifications. In Ferreira (2004) import penetration displays positive and statistical significant effect on both nominal and effective tariffs as dependent variables. However, Ferrreira and Fachinni (2005) do not use these variables and their regressions focus on competition/concentration variables, which turn out to be robust determinants of tariff policy. 

In model 01, my results show that the increasing competition with imports and the increasing internationalization of the Brazilian industrial sectors is a secondary aspect influencing tariff determination. Hence, the assumptions of Ornelas (2005) and Baldwin (2006), who argue that RIA commitments might decrease tariffs toward third parties, are only partially verified by my test. In model 01, the variable “WH Intra-trade” does display negative and significant, whereas “Mercosur Intra-trade” is insignificant. However, the former may be capturing the effects of the latter.

Regarding the trade variables, it is worth remarking that model specification techniques influenced the results, since I used PCSE with autocorrelation of errors correction. Removing autocorrelation correction from the PCSE regression makes some of the coefficients of trade variables statistically significant, but possibly inefficient and biased. Hence, with this kind time series data, one can not rule out the possibility of serial correlation of errors. I tested my data for serial correlation on and results identified that this problem was present. 
For Model 02, though, the estimates reveal the trade effects to be quite robust, especially in the SUR specifications: all trade related variables, with exception of “Import share change” are significant with the predicted signs. Results are also strong with both PCSE and SUR techniques. The negative sign of “Import Share” suggests that sectors experiencing higher import penetration in a given period are less able to obtain subsidies, quite possibly because the firm’s position was already too weak so that they had neither the means nor the will to make much of an effort to secure those subsidies. Sectors experiencing steeper increases in import penetration include some capital intensive industries, which certainly would in other respects be more likely to be successful in obtaining compensation, but also segments such as “Rubber and plastics” and “Textiles and clothing”, whose other characteristics are not favorable to such success. Indeed, these latter experienced a fivefold growth in import penetration in the period, but they are comparatively less concentrated – and probably less politically powerful - and cannot lobby effectively. This suggests that an interaction term between import penetration and collective action variables (scale/competition) might provide important insights about the leverage of the sector. In alternative regressions (not reported), I have tested these interaction, which turn out to be statistically insignificant though.
Certain sectors experiencing import penetration are also characterized by high export share (Machinery, Transport equipment, Electrical and electronic equipment), which means that they present high levels of intra-industry trade as well. Although “Intra-industry trade Mercosur” is non-significant in the PCSE specifications, it is significant in all SUR ones. “Intra-industry trade Western Hemisphere” does display statistically robust results in all the above-mentioned regressions. Adding time trends interacting with the “regional intra-industry shares” has not changed the coefficients of the regional intra-trade variables. They continue robust. This result might suggest that, in fact, sectors experiencing increasing returns to scale and with regional trade participation might be more active in searching benefits and influencing state support policies. These effects may also be enhanced by the size of the market, which is larger in the Western Hemisphere than in Mercosur. The very robust results for trade variables in the SUR specification, in which coefficients are jointly calculated and are more efficient, indicate that intra-industry and regional trade are important forces behind state supporting policies. 
Overall, results show that the degree of factor share use by industries and collective action variables are important variables influencing both “Tariffs” and “State support”, whereas trade shares act more intensively upon “State support”. This pattern was somewhat maintained in the several specifications, albeit there are some variations. These results confirm the H-O/S-S assumptions. However, there are some qualifications. “Capital” exerts more pressure over subsidies rather than tariffs; and it is noticeable an increasingly protection of labor intensive industries. Additionally, industrial concentration and scale (collective action characteristics) are significant intervening variables, explaining differences in protection and support across sectors but, while the latter acts upon tariffs the former influences only subsidies. The theories that remark the importance of exporting interest, especially in a regional integration framework, are also consistent with the tests. Factor use variables can be considered exogenous, relating to long run characteristics of economic sectors, based on factor endowments of the Brazilian economy - while competition and trade related variable can be somewhat endogenous to the policies (the reason why they were lagged in the models). Finally, the time trends and the Globalization dummy are extremely important variable to explain the variations in the policies over time, reflecting the international policy shocks of the 1990s. The use of time trends and the simultaneous equation framework also allowed me to tackle, from a methodological point of view, the clear complementarities between the two policies – tariffs and state subsidies. 
Section V - Conclusion 

This paper aimed to provide a quantitative picture - using panel data of ten industrial sectors over 17 years - of the trade policy treatment differences among industrial groups. My contribution whishes to stress that slow changing technological (factors of production used by sectors) and political economy (collective action) aspects explains the high variance of protection/support among these industrial sectors, despite the noticeable drop in average tariffs and state retrenchment during the last years, especially in the 1990s. My regressions confirm that both labor and capital intensive industries – those that are comparatively scarcer on an international basis - lobby for protection and support. Furthermore, there are some qualifications: it is noticeable an offsetting effect of the decrease in tariffs toward enhancing subsidies to capital intensive industries. Finally, globalization trends have influenced tariff policy but not as much industrial policy mechanisms.
The picture that can be extracted from this exercise is that the political economy of trade policy is still characterized by a degree of “protection” and “dirigisme”, aiming to foster sectors that are not internationally competitive. This posture explains Brazil’s cautions trade liberalization proposals in world trade negotiations and in regional integration negotiations with advanced markets, because these commercial agreements may involve surrendering domestic mechanisms to support domestic industrial sectors. This is, to my point of view, a very likely explanation for the cautions commitment of the country to “North-South” integration processes 
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Methodological Annex

Data sources 
Data for the 10 manufacturing sectors are from the Annual Industrial Survey (PIA), from the Brazilian Institute of Statistics and Geography (IBGE), in a two digit level categorization, National Classification of Economic Activities (CNAE). 

Dependent variables:

Nominal Tariffs - Arruda de Almeida (2004) and World Integrated Trade Solution (WITS). Sectors are in two digits CNAE/IBGE classification and Standard International Classification (SIC). Effective Tariffs: Kume, Piani and Miranda (2003). 

State Support – National Bank for Economic and Social Development (BNDES), Fundação Centro de Estudos de Comércio Exterior (FUNCEX), IBGE. Ministry of Industry and Development and Batista (2002). 

Explanatory Variables:

Trade Orientation variables: ––FUNCEX.
Factor intensity variables -. (PIA/IBGE) and the Bureau of Economic Research (BEA/USA).

Industrial organization/collective action variables– PIA/IBGE.
Tables and Graphs

Table 2: Brazilian effective tariffs, manufacturing sectors (percentage).

[image: image6.wmf]1986-1990

1991-2000

Non-metalic mineral products

50,44

14,34

Metallurgical products

38,64

15,21

Machinery

41,95

20,59

Electrical and eletronic equipment

58,72

25,84

Transport equipment

149,80

69,75

Paper, printing and publishing

36,73

11,44

Rubber and plastics

71,50

20,78

Chemical and pharmaceutical products

45,92

11,88

Textiles, clothing and leather

91,73

25,52

Food products

58,69

20,33

Average

64,41

23,57

Standard deviation

34,36

17,02

Source: Kume et al (2003)






Table 3: Summary statistics (all variables).

[image: image7.wmf]Variable

Observations

Mean

Standard Deviation

Minimum

Maximum

Effective Tariffs

130

31.103

28.373

6.100

197.850

Nominal Tariffs

180

21.092

12.513

7.977

72.883

State Support Share

180

2.968

3.367

0.290

22.870

Export Share

180

12.125

7.040

1.800

35.350

Import Share

180

10.257

9.503

0.800

48.955

Mercosur Intra-industry 

180

0.458

0.303

0.000

0.983

Western Hem. Intra-industry

180

0.524

0.298

0.000

0.994

Capital Labor Ratio

180

72.979

50.968

7.520

278.160

Capital Intensity

180

0.190

0.156

0.020

1.171

Labor Intensity

180

0.154

0.052

0.062

0.303

Skilled Labor

180

0.279

0.112

0.079

0.522

Scale

180

111.702

49.480

56.100

291.100

Concentration

180

0.106

0.072

0.035

0.275

Share of Imported Inputs

150

6.590

5.462

1.190

30.951


Table 4: Correlation Matrix (variables used in Models 1 and 2)
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Import 

Mercosur 

Western Hem.

Capital Labor 

Capital 

Labor 

Tariffs

Share

Share

Share

Intra-Industry

Intra-industry

Ratio

Intensity

Intensity

Nominal Tariffs

1.000

State Support Share

-0.106

1.000

Export Share

-0.033

0.604

1.000

Import Share

-0.181

0.181

0.371

1.000

Mercosur Intra-industry 

0.048

0.261

0.148

0.293

1.000

Western Hem. Intra-industry

-0.077

0.182

0.192

0.426

0.411

1.000

Capital Labor Ratio

-0.097

0.491

0.401

0.545

0.181

0.038

1.000

Capital Intensity

0.399

0.174

0.121

-0.253

-0.055

-0.006

-0.173

1.000

Labor Intensity

-0.086

0.136

0.295

0.172

0.130

-0.125

0.269

-0.351

1.000

Skilled Labor

0.037

-0.036

-0.145

0.377

0.183

0.335

0.364

-0.095

-0.165

Scale

0.355

0.191

0.249

0.157

0.318

0.355

0.379

0.090

-0.094

Concentration

-0.021

0.132

0.307

-0.402

-0.094

-0.060

-0.587

0.291

0.138


Table 5: Model 01 - Dependent variable Nominal Tariffs, 1988 - 2005.
[image: image9.emf]Estimation Technique 

Baseline Year effects  TimeTrends Baseline Year effects  TimeTrends

 WTO  WTO 

Variables Regression 01 Regression 02 Regression 03 Regression 04 Regression 05 Regression 06

Export Share 0.057 -0.126 -0.046 0.083 -0.131 -0.083

(0.26) (-1.23) (-0.55) (0.51) (-1.54) (-1.06)

Import Share 0.105 0.172* 0.220* 0.288* 0.238*** 0.276***

(0.69) (2.01) (2.53) (2.10) (3.66) (3.99)

Intra-industry trade 2.766 0.906 2.577 3.387 0.065 1.907

Mercosur (1.18) (0.60) (1.25) (1.42) (0.06) (1.26)

Intra-industry trade -8.927* -2.020 -3.673 -10.767*** -2.515 -3.696*

Western Hemisphere (-2.52) (-1.07) (-1.73) (-3.59) (-1.62) (-2.38)

Import change lagged 0.012 -0.001 0.003 -0.018 0.019 0.007

(0.57) (-0.15) (0.37) (-0.73) (1.32) (0.54)

Capital-Labor ratio -0.087* 0.014 0.012 -0.092*** 0.002 0.007

(-2.16) (0.58) (0.55) (-3.70) (0.16) (0.50)

Capital Intensity 22.670*** 1.457 3.389 30.336*** 2.955 3.959

(3.64) (0.60) (1.43) (5.83) (1.03) (1.39)

Labor Intensity 23.079 36.424* 28.038* 24.976 39.317*** 30.907**

(0.73) (2.40) (2.43) (1.41) (3.81) (3.17)

Tech -5.773 -2.458 -3.296 -10.007** -3.987* -4.703**

(-1.60) (-1.29) (-1.90) (-3.12) (-2.50) (-2.90)

Scale lagged 0.125*** 0.061** 0.060*** 0.153*** 0.084*** 0.079***

(3.84) (3.29) (3.39) (6.45) (7.01) (6.48)

Concentration lagged -43.861 23.100 18.473 -50.130* 18.922 18.973

(-1.71) (1.46) (1.28) (-2.51) (1.88) (1.86)

Intra-Industry trade - - -0.373 - - -0.277

Mercosur x 95 Trend - - (-1.18) - - (-1.03)

- - 0.103 - - 0.083

Intra-Industry trade Western - -  (0.29) - -  ( 0.27)

Hemisphere x 97 Trend

- - -7.222*** - - -7.124***

Globalization dummy - - (-17.75) - - (-23.21)

N. Observations 170 170 170 170 170 170

R2 0.549 0.890 0.875 0.3967 0.876 0.8622

Wald (Chi2) 40.05 10935.73 587.48 111.8 1200.78 1063.95

legend: * p<0.05; ** p<0.01; *** p<0.001, t-statistics in parenthesis below coefficients. Constant and year dummies suppressed.

PCSE SUR


Table 6: Model 02 - Dependent variable State Support share, 1988-2005.
[image: image10.emf]Estimation Technique 

Baseline Year effects  TimeTrends Baseline Year effects  TimeTrends

 WTO  WTO 

Variables Regression 07 Regression 08 Regression 09 Regression 10 Regression 11 Regression 12

Export Share 0.051 0.158** 0.052 0.118** 0.212*** 0.121**

(0.94) (2.72) (0.97) (2.88) (4.95) (2.93)

Import Share -0.063 -0.096* -0.070 -0.167*** -0.147*** -0.156***

(-1.30) (-2.15) (-1.46) (-4.85) (-4.49) (-4.30)

Intra-industry trade 0.687 1.112 0.499 1.553** 2.241*** 1.678*

Mercosur (1.07) (1.68) (0.57) (2.58) (3.87) (2.12)

Intra-industry trade 2.308* 2.023* 2.369* 3.599*** 2.329** 3.821***

Western Hemisphere (2.39) (2.00) (2.09) (4.77) (2.97) (4.69)

Import change lagged 0.001 -0.003 0.001 -0.002 -0.010 -0.004

(0.15) (-0.64) (0.22) (-0.28) (-1.40) (-0.58)

Capital-Labor ratio 0.059*** 0.055*** 0.058*** 0.060*** 0.059*** 0.063***

(4.85) (4.28) (4.42) (9.61) (8.99) (9.11)

Capital Intensity 0.879 0.129 0.763 0.261 -1.813 -0.317

(0.67) (0.09) (0.56) (0.20) (-1.25) (-0.21)

Labor Intensity -3.735 -14.355* -3.582 -3.843 -17.848*** -5.691

(-0.69) (-2.23) (-0.63) (-0.86) (-3.42) (-1.11)

Tech 0.477 0.297 0.546 2.140** 1.102 2.007*

(0.42) (0.28) (0.49) (2.66) (1.37) (2.36)

Scale lagged -0.003 -0.008 -0.004 -0.024*** -0.022*** -0.025***

(-0.34) (-0.77) (-0.38) (-3.96) (-3.67) (-3.86)

Concentration lagged 24.989*** 19.338** 24.769** 22.726*** 20.046*** 24.492***

(3.45) (2.64) (3.27) (4.53) (3.94) (4.57)

Intra-Industry trade - - 0.052 - - -0.014

Mercosur x 95 Trend - -  ( 0.35) - - (-0.10)

Intra-Industry trade Western - - 0.025 - - -0.108

Hemisphere x 97 Trend - - ( 0.13) - - (-0.66)

Globalization dummy - - -0.096 - - -0.031

- - (-0.47) - - (-0.20)

N. Observations 170 170 170 170 170 170

R2 0.347 0.511 0.359 0.673 0.728 0.675

Wald 39.85 951.24 44.45 349.78 455.87 353.29

legend: * p<0.05; ** p<0.01; *** p<0.001, t-statistics in parenthesis below coefficients. Constant and year dummies suppressed.

PCSE SUR





























� Comparatively, Brazil is even more endowed with the factor of production “land”. Though, I do not include this factor as explanatory variable, certain industrial sectors considered (food products, metallurgical products, and non-metallic minerals) include this factor in their production function. Harisson et al 2004 present an estimation of factor shares use by sectors in Brazil. 


� Factor use by industry is similar regardless the country of activity. Factor share use by U.S. industries can be considered exogenous to policy choice in Brazil. 


� Capital intensive industries have higher “asset-specificity” and tend to rely on government policies because they are characterized by high sunk costs, increasing returns to scale and their assets tend to be immobile. For instance, “metallic products” are more capital intensive than “textile and clothing”, thus, the former will apply more resources to influence governments, especially tariffs. (Routledge Encyclopedia of International Political Economy 2002)


� “Skill intensity”, however, present a relatively high level of co-linearity with the variable “competition”, for that reason; I suppress this variable in several regressions.


� Reverse causality and endogeneity can be understood in econometric terms. More technically, given  the cross section regression:


� EMBED Equation.3 ���, 			(A)


Where yi is a dependent variable,  x’1i is a vector of explanatory variables, x2i  is another explanatory variable,  and εi the error term, that includes unobservable factors that affect yi. The most common interpretation is that (1) describe the best linear approximation of y given x1i and x2i. This requires us to impose that:


� EMBED Equation.3 ���						(B)


� EMBED Equation.3 ���,						(C)


Coefficients in a regression model are interpreted as measuring causal effects. In such cases, it makes sense to discuss the validity of conditions like (B) and (C). If E{εi x2i}≠ 0, we say that x2i is endogenous (with respect of the causal effect β2). We must identify an instrumental variable, say z2i, a variable that can be assumed to be uncorrelated with the model error εi but correlated with the endogenous variable x2i (Verbeek 2000)


� The formula for this index is: 1 – [ |exports – imports| / (exports + imports)].  


� In Econometrics choosing between random or fixed effects panel data models is not trivial.  When only a few observations are available, it is important to make the most efficient use of the data. The appropriate interpretation must consider that the fixed effects approach is conditional upon the values for αi, the intercept, which is specific of each individual in the data. This approach considers the distribution of yit , the dependent variable, given αi, when the αi represents a particular country, company, or industry, as in my case.  One way to formalize this is noting that the random effects models states that:


E{yit/xit} = x’it β,					(D)


while for the fixed effects model estimates,


E{yit/xit,αit} = x’i tβ + αit.				(E)


Coefficients of the βs in these two conditional expectation are the same only if E{αi/xit }= 0.  In my regressions, I ran Hausman tests between fixed effects and random effects specification. Most often results favor fixed effects. 





� In addition to the year dummies, two new variables are created and added to the specifications. These are two time trends dummies coded with ordinal number beginning with 01 after 1995 and after 1997, till 2005. These dummies are interacted with “Mercosur Intra-industry share” and “with Western Hemisphere Intra-Industry share”, respectively, in order to capture policy differences in years. Their coefficients are not statistically different from 0, meaning that time trends do not influence the “dependent variables”, while the coefficients of the “intra-industry trade shares” remain robust. See discussions in Section IV.
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