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Macroeconomic Determinants of Banking spread in Brail: An Empirical Evaluation
1. Introduction

A number of international studies have highlighteé importance of macroeconomic
factors — including rate of inflation, interesteatand interest rate volatility, GDP growth raggacity
utilization etc. — in determining banking spreadn€idering the macroeconomic instability that has
characterized the Brazilian economy — expressedXample in the stop-go movement of the economy
and the extremely high short-term interest rates is to be expected that such factors would be
significant in explaining spread in Brazil. Thisug has gained in importance as, despite a ddoline
interest rates since mid-1999, banking spread aziBcontinues extremely high in international teym
and in recent years has stood at around 40%. Otine @hain factors preventing credit growth in Brazi
is the extremely high interest rates levied on soamBrazil, which explains at least partly thethig
profitability of the major retail banks. Meanwhilie low level of credit in Brazil is one of thectars
that have contributed to below-potential economawngh.

In this connection, Afanasie#t al (2002), using the Ho & Saunders (1981) two-step
approach to investigate whether macro- and micom@aiic factors are relevant to explaining spread
behaviour in Brazil, conclude that the results sfjghat the factors most relevant to explaininghsu
behaviour are macroeconomic variables, such alsabie interest rate and output growth. That rasult
no surprise, however, considering that other irstonal studies offer evidence that uncertainty in
banks’ economic environment is one important cafigemnking spreads.

This paper intends to explore in depth the discusef what determines banking spread in
Brazil, seeking particularly to analyse the macomexnic determinants of spread in recent times. The
paper is structured into 6 sections plus this giation. Section 2 offers a review of the literatan
the determinants of spread, while Section 3 brieflgluates some case studies. Section 4 sets out an
analysis of the evolution and determinants of baglgpread in Brazil. Section 5 contains an analysis
based on vector autoregression (VAR) designedduwtity the macroeconomic variables that may have
been influencing banking spread in Brazil direably indirectly in the period 1994-2005. Finally,
Section 6 summarises the paper’s main conclusions.

2. Determinants of banking spread: a review of theonventional literature

The conventional theoretical literature on the deieants of banking sprehdhas
developed around two major approaches. The firmb(fopoly models”) grew out of a seminal study
by Klein (1971) and considers the bank d&ra whose main activity is to produce deposit and loan
services intermediated by the use of bank servigdyztion technology, represented by a cost functio

" The authors thank the useful comments of FredeBoazaga, Gary Dimsky and José Gabriel Porcile éfles. All
remaining errors are ours. The financial supporthef National Scientific Council (CNPqg) and Fundagi Amparo a
Pesquisa do Estado de Minas Gerais (FAPEMIG) sralsognized.

! Banking spread can be defined overall as therdiffee between what the bank charges loan takerthaneturn it grants
to depositors, and can be measured in two waysiehwhe will call “ex-ante spread” and “ex-post spie Ex-ante spread
(sometimes known as “bank interest spread”) is nreaksby reference to banks’ prefixing decisionsrates paid on
deposits and rates charged on loans, made prigetfmrming any financial intermediation activityndais normally
calculated as the difference between the intesssron the bank’s loans and deposits, drawn frdarmation on bank
operations generally collected and published byrekbanks. Ex-post spread (also known as “net@stemargin”) is a
measurement of the net yield of bank financial imiediation, according to the revenues actually gged by credit
operations and the actual cost of deposit takingnally calculated from accounting data made akkléy the bank itself.
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of the C(D,L) type’. As a rule, the banking firm's activity is pursuéu a market environment
characterised by the presence of monopolistic @enfect competition in both the credit and deposit
markets. This means that the bank has the montipgiswer to set interest rates in at least onthef
markets where it operates, normally the credit miarthus behaving as a price setter. This monopoly
power is considered to explain the scale of bardcaipns and the related asset and liability stinest
given that, by its decisions, an individual bank edfect the rate of return on liability componeatsl

on bank asset components. On this approach, therdb@anking spread reflects fundamentally the
bank’'s “degree of monopoly”, i.e. its ability to alge a higher price than the marginal cost of
producing the services it offers.

In such a context, letbe the prevailing interest rate on the inter-banakket;r, the interest
rate charged on loans made by the bapkhe interest rate paid by deposits with the bankhe
compulsory reserves as a proportion of the bandfmslitsg, the interest elasticity of loan demaisd;
the interest elasticity of deposit supply;. @he marginal cost of loan services; ang @ie marginal
cost of deposit services. Then, supposing thabémé is risk neutraland that its behaviour is directed
to maximising profits, it can be shown that theimpl interest margin on loans and deposits is given
by*:
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The equations (1) and (2) state that the bankimg, foperating in monopoly competition
conditions, sets the prices of its loan and desmsitices in such a way that the Lerner indices
equal to the inverse of the interest elasticityhef loan demand and deposit supply functions. Times,
less sensitive the loan demand and deposit supplstibns are to interest rate variations, the great
will be the bank’s margin in both loan and deptsking operations and, thus, the greater the bankin
spread.

If the market structure is of the oligopolistic &/m both loan granting and deposit taking,
then the optimal interest margin on loans and dépissgiven by:

s _r -(r+c))
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Where:s is the market-share of th& bank.

2 WhereD is the volume of deposits “produced” by the banH kris the volume of loans. The traditional assumpii®n
made that the marginal cost of loans and deposits positive and increasing, that s
oC oC 9°C 9°C

—>0,—>0; — > 0; — > O (Freixas & Rochet, 1997).

oD oL oD oL

® This means that bank is concerned only with theeeted value of its profits, and gives no imporeane dispersion of
profits around an expected value. In that caseb#mk’s aim will be to maximise expected profither than maximising
the expected utility of profit.

* See Freixas & Rochet (1997, Ch 3).

® The Lerner index, defined as the difference betwibe price and the marginal cost, divided by tHeep measures the
capacity to set prices above the marginal cosisgben inverse function of the elasticity of demardl of a number of
banks. The values of the index range from 0 (pedempetition) to 1 (monopoly).
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From equations (3) and (4) it can be shown thatlfek’s interest margins on loan
operations and deposit taking is a growing functibits market share. Therefore, any reductiorha t
number of banking firms — resulting, for instanoeni bank mergers and buyouts — will increase bank
concentration and thus interest margins. One of thddel’s results is thus that banking spread is a
growing function of the degree of overall bank secbncentration.

The second approach grew out of a seminal studyHby& Saunders (198%) and
conceives the bank not as a firm, but simply asmrmediary between the final loan taker (firmsjia
the final lender (households). However, this intedmtion activity is subject to two types of
uncertainty. Firstly, there is uncertainty duedaok of synchronisation between deposits and |OEms.
lack of synchronisation entails an interest ragk for the bank. In order to understand why, let us
imagine that the bank encounters unexpectedly lngh demand, exceeding the volume of deposits
and its free reserves. In this case, it will becéor to finance the surplus credit demand on ther-int
bank market, thus incurring a refinancing risk he tevent the interest rate rises (cf. Maudos &
Guevara, 2003, p. 4). On the other hand, if thekbarcounters unexpectedly high deposit supply,
exceeding the volume of loans granted by the bartke same period, it will then have to apply those
surplus funds on the inter-bank market. In that vithg bank will be incurring a reinvestment risk in
the event the interest rate fallbid, p. 4).

Secondly, the intermediation activity exposes taekbto uncertainty regarding the rate of
return on loans. That uncertainty results from fédet that a part of its loans will not be recovered
because of non-payment, voluntary or otherwiseloay takers. The percentage of non-performing
loans, however, is not a variable known ex-antéhigybank, which can only estimate a likelihood of
default.

One feature the Klein and Ho & Saunders approabhes in common is the assumption
that banks have market power, i.e. both approaabgsme that banks are free to set the interest rate
charged on credit operations and paid on depasitiske the Klein approach, however, Ho & Saunders
assume that the bank is a risk-averse agent. &r atbrds, the bank’s goal is not to maximise exgubct
profit, but rather to maximise the expected utiliiyprofit. In that context, they show that optimum
spreads ) is given by (Maudos & Guevara, 2003, p. 6):

c_1fay @), 1{C)  C(D))_1U W) _
s =3[0 O CON 2 o+ Dl 2, Lt @

- whereap is the linear intercept of the probability functioha deposit being made at the
bank, £ is the sensitivity of the probability of a depolséing made at the bank to variations in the
deposit interest ratey, is the linear intercept of the probability functiof a loan application to the
bank, 4. is loan application sensitivity to variations imetcredit operation interest rate(L)/L is the
average cost of credit operatio®D)/D is the mean cost of deposit-taking operatiaiids the bank’s
final stock of wealth;- RJJ—(\%V))} is the bank’s absolute degree of risk aversioh_is the standard

’

deviation of the yield on loans (a measure of taekts credit risk)o?y is the standard deviation of the
yield on applications/loans on the inter-bank mafkemeasure of the bank’s interest rate risky; is
the co-variance between credit risk and interdst nigk; Ly € is the bank’s starting stock of loans; and
Mo is the bank’s initial net position on the intemkanarket.

® In what follows, we will work with the most receektension of the Ho & Saunders approach develdyedlaudos &
Guevara (2003). See, al#dlen (1988), McChane & Sharpe (1985),and AngbdA9(7)

" Note that, as a result of the risk aversion hygsig) U'(.) >0 and U”’(.) < 0.



From equation (5), it can be concluded that therd@hants of banking spread are:
. The competitive market structurde greater the interest elasticity of loan dethand deposit
supply (i.e. the lower the values @fe ), the smaller will be the optimum spread.

. The bank’s average operating cn{t% +%}
. The bank’s degree of risk aversiOﬂ[U - (\LV)}
u'w)
. The volatility of market loan interest rates’y,
. The credit risk:o®,
. The co-variance between loan risk and interest riste oy
. The average size of the credit and deposit oparatimdertaken by the bank: (L+D)

One important aspect of the Ho & Saunders approacthat it leaves room for the
influence of macroeconomic variables in determinbanking spread (cf. Saunders & Schumacher,
2000, p. 815). The volatility of interest ratesiégls on loans on the inter-bank market is a direct
reflection of the country’s macroeconomic stabilifyhe less stable a country’s economy — e.g. the
greater the variation in the inflation rate andhextge rate — the greater will be the resulting tiliiia
of the basic interest rdtand, consequently, the greater the banking sptaaslich a context, spread
can be reduced by macroeconomic policies to rethieeest rate volatility.

Macroeconomic instability can affect banking spréadugh two other channels. The first
is the degree of risk aversion. Banks’ risk aversiaust to some extent reflect the instability of th
market environment where they operate. The le$destae environment, the greater banks’ aversion to
risk must be. Thus, a country with a history of enanacroeconomic instability (high inflation, for
instance) will have banks with a high degree ok asersion. The second channel is the covariance
between interest rate risk and credit risk. A hygidlatile basic interest rate will be expresseddme
extent in a highly variable level of real output. duch a context, firms’ profits will also be highl
variable, increasing the likelihood of default mmeés when profits fall below expected values. Thus,
macroeconomic instability is reflected not justaitnighly volatile interest rate, but also in higledit
risk, i.e. such instability generates high co-vac@ between yield on loans and yield on inter-bank
market applications. From (5), it can be seen thatgreater such co-variance, the greater will be
banking spread.

One final remark on equation (5): the spread giwethis expression should be understood
as “pure” banking spread (cf. Maudos & Guevara,2@0 7). In practice there are other variables tha
explain banks’ net interest margin, but which arficdlt, if not impossible, to incorporate into ¢h
theoretical model. These variables reflect insondl and regulatory aspects of banking activithesa
result, actual net interest margin comprises tvements: “pure” banking spreasl)(and the “impure”
net interest margirfY explained by institutional and regulatory factors

3. Some International Case Studies
A vast empirical literature on the determinantdbahking spread has developed in recent

years. One major component of the literature hasnbeoncerned with testing empirically the
theoretical model of banking spread developed by&Hsaunders (1981). Among the most important

8 Mainly in the case where monetary policy is coriddon the basis of the system of inflation targgti
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studies taking this approach are Saunders & Shueng@000) and Maudos & Guevara (2003), and
some of these studies will be described below.

Most of this work uses the “pure spread” estimatinathodology pioneered by Ho &
Saunders. The methodology assumes that actualdspogaprises “pure” spread adjusted upwards or
downwards by implicit interest expense (exemptimmf bank charges for certain classes of customer),
by the opportunity cost of holding reserves andchpital requirements resulting from regulatory
standards and bank supervision. Given that conteute” spread is estimated in a two-step process.
The first step involves running a cross-sectiorrgsgjon for each bank’s net interest margin in the
chosen country in a given year (cf. Saunders & Stulmar, 2000, p.819). That equation is given by:

NIMic:yc+25ijic+ui (6)

- where: NIM . is the bank’s net interest marginn countryc in the periodt; X is a

vector of control variables (implicit interest exige, opportunity cost of required reserves andtaapi
requirements for credit risk exposure) for eachklian countryc in some period; y.is the regression

constant, which is an estimate of “pure spread’albr banks in countrg at any timet, andy; is the
residual.

In this first step, equation (6) is processed fackecountry in the sample over the study
period. The “pure spread” estimates obtained infifs¢ step vary over time and among countfies.
Accordingly, in the second step, a regression mswith panel data from the “pure” spread estimates
obtained in the first step against a series ofades that reflect the market structure and intefiatmsn
risks. The equation to be estimated is given by:

Vi =60+ 1. +6,0. (7)
c-1

- where: y,. is the “pure spread” time series (t=1,...,8) farolintries (c=1,...,7)y. is a set
of dummy variables that reflect the average effextss seven countries of market structure on
spread;d, is the sensitivity of the “pure” spread to intediaion risk, ando, is the prevailing interest

rate volatility on the inter-bank market. This madblogy has the advantage of separating the infkeien
of macroeconomic variables (such as interest ratatility) from the influence of microeconomic
variables (e.g. banking sector market structurepane” spread.

Saunders & Schumacher (2000) obtained the followisgults: (i) the microeconomic
variable with greatest impact on banking spreaidhidicit interest payment — i.e. where banks offset
revenue lost as a result of charge exemptions Hugleer interest margin; opportunity cost of reserve
and bank capital assets ratio also had a positie satistically significant influence on “pure”
spread”; (ii) banking sector market structure had litiélience on spreadsir fact, on average, only
0.2% of net interest margins could be explainedblbypks’ market power; and (iii) interest rate
volatility had a positive and statistically sige#int impact on banking spread — indeed, on avesiage
1% increase in the volatility of interest ratesreases bank margins by about 0.2%. This means that
the more volatile the basic interest rate, thetgrehe average spread charged by banks.

Maudos & Guevara (2004) examine determinants okibgnspread, measured by net
interest margin, from data for 1,826 banks in fizaropean countries (Germany, France, United
Kingdom, Italy and Spain) from 1993 to 2000. Theggwse an extension of the theoretical model of

® Saunders & Schumacher (2000), for example, usangle of 746 banks in seven countries (United StaBermany,

France, United Kingdom, Italy, Spain and Switzedaim the period 1988-1995. Repeating these cresSesm regressions
for years 1-8 of the period under study yields eagtimates of “pure” spread for each countryhlis tvay, an eight-period
series is obtained for “pure” spread.

% That is to say, high regulatory and/or endogenodstermined capital ratios — as protections agaisiss — tend to erode
bank profitability.
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determinants of spread developed by Ho & Saundeé81(), to include operating costs and a direct
measure of the degree of competition (Lerner in@ex@xplanatory variables.

Maudos & Guevara used a one-stage panel data segresy order to estimate the
theoretical model they developed of the determmanfitspread, measured by net interest margin, and
considering as explanatory variables a number ok lamd country characteristics for each period. The
explanatory variables of the theoretical model, edpected to relate positively with spread are:
competitive structure (measured by the Lerner ijdeperating costs (in relation to total assets),
degree of risk aversion (ratio of net worth to k@tssets), interest risk, credit risk, interactimtween
credit risk and interest risk (measured by mulifpdythe two variables) and average size of oparatio
(log of the volume of loans).

In addition to the variables of the theoretical ®ipdhey also consider, as explanatory
variables, implicit interest payments (measurecheloperating expenditure of non-interest revenues
as a percentage of total assets), the opportuogy af bank reserves (ratio of liquid reservesotalt
assets) — both expected to relate positively teapr and quality of management — expected tcerelat
negatively to interest margin. However, as a préoty quality of management, they use the ratio
operating costs/revenues, an increase in whichrioweality of management, resulting in a smaller
interest margin; thence the negative sign betwhernrdtio and net interest margin is to be expected.
The results of that study show that most of theiabdes posited by the theoretical model are
statistically significant and have the expecteah sig. interest margin relates positively with ttexner
index, operating costs, bank risk aversion, cneskt and interest risk. Significant, positive cogfnts
were also yielded by implicit interest payments apg@ortunity cost of bank reserves, and significant
negative coefficients by the operating costs/reesmatio, as expected by the authors.

Brock & Rojas-Suarez (2000) conducted an empiri@adlysis using panel data on
determinants of banking spread in Latin Americanntoes. Using a sample of banks in six Latin
American countries (Argentina, Bolivia, Colombiahile, Mexico and Peru) over the period 1991 to
1996, they investigated why banking spread haddmwinished in these countries in a period of
financial liberalisation resulting from reforms ttee banking sector, marked particularly by redutdio
in reserve requirements and in direct restrictionscredit and interest rates. For that purposey the
analysed the evolution of six measures of ex-ppstagl (net interest margin), finding significant
differences among these measurements in all thetrges. In addition, they use the model of Ho &
Saunders (1981) with a two-step panel regressimg tmnk-specific variables, in order to estiméie t
determinants of spread for each of the countridsvigually, except Mexico. In the first step, which
derived “pure spread”, Brock & Rojas-Suarez coterblthe microeconomic factdfsand, in the
second step, they ran a regression of the “pureadprfor each country explained by the following
variables: interest rate volatility, inflation resaad GDP growth rate.

The first step results indicate that some of thvealdes relate positively and significantly in
some of the countries: capital-asset ratio (Bolamal Colombia), cost ratio (Argentina and Bolivia)
and liquidity ratio (Bolivia, Colombia and Peru)n@he other hand, contrary to expectations, non-
performing loans ratio did not relate positivelyttwbanking spread in any of the countries, while in
two countries (Argentina and Peru) the correlaivas negative and significant. The authors suggest
that this result may be associated with inadeqleate loss provisioning: higher non-performing loans
would reduce banks’ income. In the second stageessimpn, using macroeconomic variables, the best
results were given by interest rate volatility lation rate and GDP growth rate. Thus macroeconomic
uncertainty, represented by interest rate volat{Bolivia and Chile) and inflation (Bolivia, Coldoia,
Chile and Peru), related positively with spreadyraworating the results from developed countries.

™ The variables considered are non-performing la#io r(non-performing loans/total assets), capitaior (equity/total
assets), cost ratio (overhead and other operatisgs/performing loans) and liquidity ratio (shtetm assets/total
deposits).
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Finally, economic growth rate yielded non-significaoefficients (of varying sign) in all the coues.
The authors conclude, overall, that spread in Bolis explained by microeconomic factors; in Chile
and Colombia, by both macro and microeconomic®facivhile spreads in Argentina and Peru are not
really explained by either macro or micro variables

One recent study (Gelos, 2006) analyses the ewaluti ex-ante spread and ex-post spread
in Latin America and the determinants of ex-postag in emerging countries, considering bank-
specific data in the period 1999 to 2002 for 85dalleping countries, among them 14 Latin American
countries. From the descriptive evidence, Geloxfes that in the Latin American countries the
credit/GDP ratio is low, while ex-ante and ex-pgistead levels are high by international standdrds.
his econometric estimations, the explanatory végglhe uses for interest margin are bank-level
characteristics (measured by bank size, bank equoitgrheads costs and a dummy for foreign
ownership), several country-level characteristicen{petition, reserve requirements, deposit rates,
indirect taxes, legal protection and availability mformation about potential borrowers) and
macroeconomic characteristics (GDP growth, inflatiolatility of inflation and country risk ratinyys

Gelos (2006) estimates “cross-country” regression2002 and the results suggest that, of
the bank-level characteristics, only bank size everhead costs are significant (and relate po$ylive
Of the country-level and macroeconomic featureppdi rate and reserve requirements are associated
positively with banking spread, while GDP growtlsglays a significant negative correlation, a result
associated with banks’ exercising their market powtowever, concentration does not correlate
significantly with spread, which the author asstsawith the significant relationship between
concentration and overhead costs. He also estinpaties! regressions with data for 1999 and 2002,
confirming the relationships of the significant iades in the previous regression, although reserve
requirements showed reduced significance becauseralated data do not vary over time. The
estimation also confirms the significance of theifiee coefficients for legal structure and taxesl a
the negative coefficient for foreign ownership. donclusion, Gelos suggests that in Latin American
countries, interest rates are higher, banks ldgsesit, and reserve requirements greater tharthero
emerging countries, and that these factors havefisignt impact on spread.

4. Overview of banking spread in Brazil
4.1. Evolution of spread in recent times

Loan interest rates charged in Brazil figure amtmg highest in the world, according to
IMF figures. Figure 1 shows that, in 1994, the ager spread for both corporate and the personal
sectors was around 120% in the Brazilian bankirsjesy: approximately eight times higher than the
second-highest rate charged in any country in #mpte. The early years, when the Real Plan was
being introduced, are now past, but the spreadyeldany financial institutions in Brazil continueigh
— around 55% in 1999 — although the gap in relatoather Latin American countries has narrowed.
In 2003, average spread in Brazil was 44%, apprate three times the rate charged in other Latin
American countries and ten times higher than irt Bagn countries.

A second important observation on the behaviousawtking spread in Brazflis that it has
tended clearly downward since 2000. As can be gedéiigure 2 below, average spread charged by
Brazilian banks reached a maximum of 150% p.a.yesrl 1995, in response to the strongly
contractionary monetary policy measures implemebtethe Central Bank in the period immediately

21n talking about banking spreads in Brazil, we asing the same definition as the Central Bankp@ting to which
“banking spread is defined as the difference betwerding and deposit rates for CDBs [certificatébank deposit]. The
average CDB rate for the set of financial instdof was calculated from the average of the indalidates weighted by
each institution’s net deposits” (Banco CentraBdasil, 2002, p. 50).
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following introduction of the Real Pl&h It then declined significantly in the course 96 as

restrictive monetary measures were relaxed andsgpecame less wary of the risk of contagion by the
Mexican crisis, until reaching a plateau of appmeiely 40% at the start of 2000. Spread has
continued at those — still extremely high — lewvalsr since.

Figure 1. Bank spread in Brasil and other countries
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Source: IEDI (2004), with data eﬁracted from IMidaCentral Bank of Brazil.

Figure 2. Bank spread in Brazil (1994-2005)
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Source: Central Bank of Brazil. Note: Average baglspread related to operations with preset inteags.

131n addition to the policy of positive real inteteates, these measures initially included a cosgylreserve of 100% on
sight deposits and, from December 1994 onwards, @%me deposits and 15% on any credit operation.
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One hypothesis to explain why spreads are so mid@razil might be banks’ market power,
evidence of which is the increasing concentratibrbanking in recent times. Indeed, some recent
studies of the Brazilian banking sector — e.g.,aBeh (2003) — show that the market structure
prevailing in this sector is essentially non-conitpat. In that context, with few incentives to iease
their operating efficiency, banks operate with hgpreads, either as a way of generating revenue
sufficient to cover their high costs or as a reslflttheir ability to price their services at levels
substantially above the marginal cost of produdiagk services.

One factor supporting the hypothesis that the mbbdf spread in Brazil results from banks’
market power is the recent tendency for bank canagon to increase. In the period 1988-2003, the 1
largest banks’ market share in banking system &sséts increased from around 29% in June 1988 to
approximately 47% in January 2003 (cf. Central BahkBrazil data). If the hypothesis of banks’
market power is correct, then the concentratioricexl should also have an impact on loan rates
charged by banks, resulting in high rates of reanrassets. Indeed, the evidence may suggeshibat t
is the case in the retail private banking sectdeast, considering that mean profitability of Braz3
largest private banks — Bradesco, Ital and Unibane@s 17.3% in the period 1994-2001, far higher
than the average of 11.8% of 3 major non-finarBrakzilian firms — Petrobras, Votorantim and CVRD
(Malagaet al, 2003, p. 12).

The Brazilian literature on determinants of bankspgead has not been conclusive on the
subject. The studies conducted present evidende @hbough the market structure of the Brazilian
banking sector is imperfect, it does not have theracteristics of a cartel. In fact, a review bykalze
(2003) of the empirical literature on the Brazili@ase points to the following conclusions: (i)
measured by the Herfindahl index, concentratiotheBrazilian banking sector is not high compared
with indices for other countries; (i) the marketncentration indices have no statistically sigifit
impact on interest rates charged by the banksjfianhthe market structure of the banking sectoeslio
not correspond to either of the extreme marketctiras (perfect competition and cartel) and can
therefore be characterized as an imperfect streictur

4.2. Empirical studies of banking spread in Brazil

One of the pioneering studies of determinants aikilvey spread in Brazil is Aronovich
(1994). Using a two-stage, least-square regresgianstudy examined the effects of inflation aedel
of activity on spread in Brazil's economy from thiest quarter 1986 to the fourth quarter 1992, a
period when Brazil was experiencing high rates rdfation. The theoretical model developed by
Aronovich admits that banks follow a rule of loaricpng guided by cost structure, regardless of
whether the sector is oligopolistic or not. Hisulés indicate that inflation tends to widen the gap
between loan and deposit rates, i.e. spread. Hgestg that this phenomenon is caused by the
possibility of a re-allocation among the componenitdhe bank assets, or even incorporating into
mark-up the risk premium involved in credit. Inthagard, inflation has a negative effect on lesfel
activity by inducing an increase in bank loan ra@s the other hand, the statistical tests sughast
an increase in productive capacity utilization webréduce spread, thus pointing to a pro-cyclicatffe

Another study by Afanasiefet al (2002) identified two stylized facts about spread
behaviour after the Real Plan: (a) a marked falhterest rates after 1985and (b) persistently high
dispersion among bank loan rates. These factsged\the rationale for applying the methodologyt firs

4 A more stable international environment, a falthie overnight rate and measures adopted by theal@&ank of Brazil
all contributed to a reduction in spreads (Paulalges Jr. 2003, p. 358). The Central Bank measimdaded particularly
a reduction in compulsory reserve requirementsnfrf®&% to 45% on sight deposits and from 20% to @Ptirae deposits,
new rules for loan-loss provisioning, reductiorthe financial operations (IOF) tax rate from 6%dt6% and development
of a credit risk centre.
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used to determine banking spreads by Ho & Saur{d®8i). The first step involved panel data for 142
commercial banks between February 1997 and Noverd0@®, so as to reflect how spread was
influenced by individual (bank-level) microeconomiariables®, i.e., those relating to bank-specific
characteristics. From that panel, it was possibleltain an estimate of “pure” spread (see Sectons
and 3 of this paper). The second step involveduetsiral model to estimate the long-term influen€e
macroeconomic variables — market interest ratesgasure of risk premium (C-bond spread over a US
Treasury bond of equivalent maturity), inflatiorteiaoutput growth rate, compulsory reserves ontsigh
deposits, and financial tax rates — on the “pupgtad calculated previously.

The results of the first-step regressions showftiiewing variables to be statistically
significant: non-interest-bearing deposits to toaskets, operating costs, service revenue to total
operating revenues — all of which have a positiifeceé on banking spread —, as well as a dummy for
foreign banks, whose negative sign indicates thiah 9anks charge smaller average spreads. The
coefficients estimated in the second step wereifgignt, suggesting that macroeconomic aspects are
prominent as major determinants of spreads in Braélze results of the regression suggest that dprea
tends to grow with rises in basic interest ratek premium, output growth and taxes. Contrary to
expectations, the rate of inflation affects spreadatively, possibly because inflation may be campgu
the effect of banks’ appropriation séigniorageon spread.

Another important study of determinants of bankspyead in Brazil was conducted by the
Central Bank of Brazil in connection with the pmrjéJuros e spread bancéaridInterest rates and
banking spread§. Published in the form of annual reports startingl999, this study offers an
accounting breakdown of spréddin addition to other econometric studies of theedminants of
spreadin Brazil. Banking spread in Brazil is broken down the basis of the margins charged by a
sample of banks — a sample extended from 2004 aisw#&o take in a larger universe (commercial
banks and multi-banks, including state-owned oraspmpassing all the banks operating in Brazil for
which information (on their fixed-rate, freely-adiated credit operations only) is available at dzate
date. The following components are considereda (@sidual corresponding, by and large, to bank net
margin; (b) tax wedge, including direct and indiréaxes; (c)Fundo Garantidor de Crédit¢gFGC,
credit guarantee fund); (d) overhead; and (e) defprovision expenses for non-performing loans).

Figure 3 shows how each of these components gaatecin banking spread in Brazil, from
2000 to 2003, now using the methodology revise@df4®. From the accounting decomposition of

5 The variables selected by Afanasieffal (2002) were: (a) number of bank branches; (bprafinon-interest-bearing
deposits to total operating assets; (c) ratio tdrast-bearing assets to total assets; (d) opgratists; (e) bank liquidity; (f)
ratio of service revenue to total operating reven(g) bank net worth; and (h) bank leverage.
'8 See, among others, Banco Central do Brasil (12992; 2004).
¥ The accounting decomposition of spread can béecaout by way of simple accounting definitionselithose presented
here (cf. Demirgug¢-Kunt & Huizinga, 1999, p. 38Bank net interest margin (NIM) is defined as theoraf the book
value of interest revenue to the value of the bmak'sets. Let BTA be the before-tax profit, ATPdfter-tax profit, TA the

. BTA_ATP TX
bank’s total assets, and TX the amount of taxed pgithe bank. Then:_I_A = F +ﬁ' Let OV be the bank’s

overheads, LLP loan-loss provision and NIl non4ies¢ income. Profitability as a proportion of thenk's after-tax assets

may be expressed aslﬂ\z NIM + NIl - ov - LLP
TA TA TA

ATP TX NI OV LLP . .
(NIM) may be expressed ablIM = ——+—— - - . Thus, the net interest margin can be calculated

TA TA TA TA TA
residually, given that the values of pre-tax padfitity, taxes paid, non-interest income, overhaad loan-loss provision
are all known as proportions of the bank’s assets.
8 1n Figure 3 the “FGC Cost” is added to “Tax Wedgas the values are smaller than 0.30%. The melbggoevised in
2004 sets out a new manner of calculating overhesillg Aumann-Shapley price calculation, rather thamn revenue
generation-based cost allocation approach usedopity (See Banco Central do Brasil, 2004, Ch. III)

. It follows from this that the bank’s net interestargin
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spread, the most important constituent factors egspectively, net interest margin (a 2000-2003
average of 26.9%) and overhead (26.0%), followeddxywedge (21.6%) and provision expenses
(19.9%). Compulsory reserves, the least import@miin the accounting decomposition, came to
represent a relatively more significant effect 002 (9.1% of spread), as a result of the impositibn
additional compulsory reserve requirements that.yea

Figure 3: Accounting decomposition of spread in Brazil
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E Provision expenses Bl Net interest margin
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Source: Central Bank of Brazil

The accounting decomposition of spread assumeghbdbllowing structural equation is
valid:

In spread=p4,Trend + S, In selic + B, Inadm+ £, Inrisk + S, Inimp + S, In comp(6)
where: B, (i= 0,..., 5) are the estimated parameters, Tiena deterministic trend that

controls other variables which may affect spread, are not included in the equation abSvé&he
regressors arSelig which is the Central Bank of Brazil's basic irgst raté’; adm a measure of
banks’ overhead;jsk, a proxy for credit risk, measured as C-Bond sp@zer a US Treasury bond of
equivalent maturityimp, indirect taxes; andomp compulsory reserves as a percentage of banks’ sig
deposits.

Eight lags were used for all the estimation vasgablincluding dummy variables for
January 1996, November 1997 and December 1997 8w generate normal residuals. The equation
thus estimated by the Banco Central was:
In spread= - 0,0003 trend + 0,503Selic+ 1,554n adm + 0,219n risk + 0,723n imp (7)

From that equation it can be concluded, accordmmghe methodology adopted by the
Central Bank, the average spread among Braziliakdbdepends positively on the basic interest rate,
bank overhead, risk and taxes. As the variableg wepressed as natural logarithms, it follows that

19 These include inflation rate, level of economitiay, structural changes in the banking indusegulting from interest
rate policy, banks entering the market etc.

20 selic interest rate is the interest rate for oigtninterbank loans, collateralised by those gokeent bonds that are
registered with and traded on the Selic. This ésitherest rate equivalent to tRederal Fundgate in the United States.
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coefficients of the equation estimated are simpby elasticity of spread to each of these variabites.
that context, what is most striking about the CanBank study is the high sensitivity of banking
spread to variations in bank overhead. Indeed, tf@requation estimated by the Central Bank, a 1.0%
reduction in bank overheads would yield a 1.55%ucédn in the spread charged by banks. In
addition, banks’ net interest margin contributesstantially to spread composition.

Koyama & Nakane (2001) draw on the spread decoripnsnethodology adopted by the
Central Bank in order to examine the expected impaspread of alterations in any of its components
i.e. overhead, loan-loss expense, indirect taxiesctdtaxes and bank net interest margin. In otder
estimate a vector autoregression, they disaggrdgatking spread into the following factors: (i) iSel
interest rate, which is used as an approximatidoattks’ gross mark-up, given that time deposits and
overnight rates behave similarly; (i) a measurecofintry risk premium (C-Bond yield over a US
Treasury bond yield of equivalent maturity); (ithe ratio of overhead to credit volume; and (iv)
indirect taxes.

They test for co-integration among the variablesd famd the following relative values for
September 2001: risk component (45%), overhead (2@irect taxes (19%) and Selic overnight rate
(16%). In this analysis of banking spreads, ridktezl variables played a greater part than loas-los
costs, as in the study carried out regularly byGleatral Bank. This may be explained by the forward
looking nature of the risk-related variables widgard to future scenarios, while non-performance
costs, relating to past losses, are retrospedtiihis way, as 2001 was a year of uncertaintyrazi's
economy, the influence of the risk component ineadrincreased, as was to be expected. The
importance of the Selic interest rate in deterngrspread may be understood differently. Agriori,
government bonds are risk free, then the basicdsteate determines an opportunity cost in refato
loans to the private sector (cf. Paula & Alves 2003, p. 361).

5. Macroeconomic determinants of spread in Brazil1994-2005
5.1. Methodology of the empirical study

The econometric method reported in this paper istdfeAuto-Regression (referred to as
VAR below), where a variable is defined as beinfgrection of its own lagged values and of lagged
values of the other variables in the model. Acaogdio Sims (1980), who developed the method, the
basic hypothesis of the VAR model is that the sest@ould be stationary, which macroeconomic series
generally are not. Indeed, in order to decide t&t Bpecification for a model of this type, a traffe
must be made — loss of efficiency or loss of infation. There are three possible solutions to the
problem. The first, recommended by Sims, is toneste with all level variables, even in the presence
of a unit root, on the rationale that the intentminthe analysis using VAR is to determine what
relations exist among the variables and not thenattd parameters. However, this option is criédis
for the loss of efficiency in the estimation. Theesnd alternative is to make the series statioriarty,
the resulting efficiency gain in the estimatiorachieved at the cost of information loss regardomg-
term relationships among the series. The thirdoopts to estimate the model with Vector Error
Correction (VEC) when there is substantial evideoteo-integration relations among the variables.
With such a specification, the estimation gaingfficiency without losing the important long-term
relationships.
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Ramaswamy & $k (1998), however, argue that this latter optioesloot always ensure
the best results, because imposing co-integragstrictions can lead to tendentious results and thu
bias the impulse-response functions. In the evietetis noa priori theory to suggest either the
number of long-run relationships or how they shobdl interpreted, it is best not to impose any
corrective restriction on the VAR model. Howeves,slhown in this paper, there seem to be theoretical
and empirical reasons to believe that long-termatiomships do exist among the macroeconomic
variables considered here, making it indispenseblenpose corrective restriction on the VAR model
S0 as not to incur specification error.

Thus, for the econometric exercise conducted hbeefollowing monthly variables were
used: (i) banking spread: defined as average bgrdfnead related to operations with preset interest
rate (data from Central Bank of Brazil); (i) Ceadtbank of Brazil's basic interest rate (Selic ya(@i)
industrial output, used as a proxy of the Brazileonomic activity (data from IBGE); (iv) nominal
exchange rate (average monthly data from IPEADABAY (v) broad national consumer price index —
IPCA (data from IBGE). These variables were chdaegely following the results of Afanasiedt al
(2002), which concludes that macroeconomic varglflasic interest rate and rate of inflation) are
more influential in determining spread than micmeamic variables.

Figure 4 shows the behaviour of the selected viasah the period July 1994 to December
2005. The interval chosen corresponds to the periqatice stability in Brazil through to more reten
times.

5.2. Macroeconomic determinants of banking sprescent empirical evidence
This section is directed to identifying the mactm®amic determinants of banking spread

in Brazil. Among the variables believed to deternspread are: industrial output, rate of inflation,
exchange rate and Selic interest rate.
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For the empirical application, the stationary hyyasis for the economic series was tested
by way of the Augmented Dickey-Fuller (ADF) testagh analysis and the autocorrelation function
diagram. However, none of the variables examinerdidcoe considered level-station&ry

Table 1. Augmented Dickey-Fuller Test Statistié¢?

Discrimination Lag Constant| Trend t statistics | Critical value
1%
SPREAD** 0 Yes No -2.499733 -2.581951
GSPREAD* 1 Yes No -6.801178 -2.582204
INTER* 0 No No -4.311254 -2.581951
GINTER* 0 No No -13.11215 -2.582015
EXCHA 1 Yes No -1.307095 -3.478911
GCAMBIO* 0 No No -7.800221 -2.582204
GDP 0 Yes Yes -2.94496)7 -4.026429
GGDP* 0 No No -13.72341 -2.582076
IPCA* 0 Yes No -9.552496 -3.478547
GIPCA* 0 No No -10.13972 -2.582076

Source: Authors’ elaboration using Eviews 5. Sigaifice is indicated by * for the 1% level and **
for the 5% level.

Lag Length: Automatic based on Schwarz Informa@oiterion (SIC).

After ascertaining the order of integration of teriables, Johansen’s co-integration test
was carried out, with linear deterministic trendfie data, intercept and no trend in the co-integra

equatioR®. The trace statisticsLR,,..) and maximum eigenvalueLR__ ) indicate the presence of a
co-integration vector, as can be seen in Table 2.

Table 2 - Johansen Cointegration Rank TestR,,.. and LR,

Null Alternative | Eigenvalue LR, ace CVyaces Prob**
hypothesis | hypothesis
r=0 r>0 0.374345 104.9376* 69.81889 0.0000
r<1i r>1 0.171706 41.62855 47.85618 0.1694
r<2 r>2 0.068009 16.19631 29.79707 0.6984
r<3 r>3 0.030479 6.687948 15.49471 0.6142
Null Alternative | Eigenvalue LR .. CV s Prob**
hypothesis | hypothesis
r=0 r=1 0.374345 63.309007 33.87687 0.0000
r=1 r=2 0.171706 25.43225 27.58434 0.0919
r=2 r=3 0.068009 9.508357 21.13162 0.7894
r=3 r=4 0.030479 4.178729 14.26460 0.8400

Source: Authors’ elaboration using Eviews 5.

2L Although the ADF test signalled that the serie€AP SPREAD and INTER (interest rate) are stationsng graph
analysis, and particularly the correlogram analyp@inted in the opposite direction; for these osss they were not

considered level-stationary.
*2The letter G before of each variable means \ariaate.
% This specification seems to be the most apprapf@tthe macroeconomic series analysed in thidystu
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Note: * Denotes rejection of the hypothesis atQl level
**MacKinnon-Haug-Michelis (1999) p-values

Although a long-run relationship does exist amoig tvariables, some short-term
imbalances may occur. In that case, a model withrerorrection must be estimated, i.e. VAR
including a co-integration vector to correct foesgle short-term imbalances so as to bring it img-o
run equilibrium. This study, therefore, requiretireating a restricted VAR (with an error correction
mechanism) in order to correct the short-term d&na in long-term equilibrium.

In order to develop a suitably specified modetiheécessary, among other things, to choose
an appropriate number of lags for estimation. s done on the basis of the Schwarz Information
Criteria (SIC¥*. The statistic indicated that the number of lagbé included in the VAR is one (Table
3):

Table 3 — Lag Order Selection Criteria

Lag Length Schwarz Information
Criteria
1 -5.88906
2 -5.48896
3 -5.26309
4 -4.74989

Source: Authors’ elaboration using Eviews 5.
Note: Data from July 1994 to December 2005.

Considering that the errors are orthogonalizedhkyGholesky decomposition in estimating
the VEC, ordering the variables becomes signifitam@nalysing the impulse-response function and the
variance decomposition. For this purpose, the GraftP69) time-precedence test was used. This is
one way of ranking the variables from “most exogesic- those affected contemporaneously only by
their own structural shock — to the “most endogsfimariables — affected contemporaneously by all
the shocks. That said, the results are shown iteTab

Table 4 — Granger Causality Test

VEC (1)

Null Hypothesis: Obs F-Statistic Prob
GINTER does not Granger Cause GIPCA 136 0.13832 71085
GIPCA does not Granger Cause GINTER 1.67346 8049
GGDP does not Granger Cause GIPCA 136 0.00775% 2998
GIPCA does not Granger Cause GGDP 0.06274 08026
GSPREAD does not Granger Cause GIPCA 136 1.85078 0.17599
GIPCA does not Granger Cause GSPREAL 1.22444 700
GEXCHA does not Granger Cause GIPCA 136 2.41605 12287
GIPCA does not Granger Cause GEXCHA 0.81543 g1.36
GGDP does not Granger Cause GINTER 136 0.84506 35962
GINTER does not Granger Cause GGDP 15.7833 0.00012

%4 The formula is as follows: SIC = - (I/T) + klog(T) where | is the log-likelihood function with kapameters estimated
using T observations. Analysis of the number oélags based on the Schwarz Criterion and on thgsasaf the lack of

serial correlation of the residuals.
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GSPREAD does not Granger Cause GINTER 136 4.57062 0.03435
GINTER does not Granger Cause GSPREAD 6.14345 0.01444
GEXCHA does not Granger Cause GINTER 136 4.3457 0.03902
GINTER does not Granger Cause GEXCHA 1.95435 641%
GSPREAD does not Granger Cause GGDP 136 2.8919 0.09136
GGDP does not Granger Cause GSPREAD 1.41018 71423
GEXCHA does not Granger Cause GGDP 136 0.54734 46001
GGDP does not Granger Cause GEXCHA 1.15918 6283
GEXCHA does not Granger Cause GSPREAD 136 1.81582 0.1801
GSPREAD does not Granger Cause GEXCHA 0.89514 34581

Source: Authors’ elaboration using Eviews 5.

According to these criteria, the suitable ordeths following: GIPCA (inflation rate),
GEXCHA (exchange rate), GINTER (interest rate), GG({BDP) and GSPREAD. Thus the banking
spread variation rate (the variable of interesthis study) is the most endogenous, and responds
contemporaneously to variations in output, inflatiate, exchange rate and interest rate.

It is common to analyse the results of the (retsttior unrestricted) VAR model by way of
the impulse-response function and decompositiornaniance. Given the monthly frequency of the
data, a 12-month period after the shocks occuresiuged in the analyses.

The impulse-response function is used to test énsisvity of certain variables to certain
shocks, and is useful mainly for ascertaining ilmet direction and reaction pattern of responsemto
standard deviation impulses (shocks) in contemgoaad future values of the endogenous system
variables. In that context, system response tokshiscshown in Figure 5.

Figure 5. Impulse Response Function of a Change Bpread Growth over Growth of Other
Macroeconomic Variables.
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The first graph shows that an inflation rate grostiiock tends to cause a persistent rise in
banking spread growth. This result agrees withrésalt obtained by Aronovich (1994), who showed
that inflation rate rises are associated with iases in banking sector mark-up. The following graph
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shows the effect of an exchange rate growth shadkamking spread growth, which was also positive
although of little significance. The last graphtive first row shows the positive effect of a shatk
growth of the interest rate on growth in spreads ttan be considered the shock that had greatest
impact on growth in banking spread. This resultficors the hypothesis of banks preference for
liquidity (cf. Paula & Alves Jr, 2003), according which — in view of the existence of a risk-free
application combining liquidity and profitabilityndexed public bonds) — banks in Brazil came tddoui

a high liquidity premium into their loan-making opgons. Added to this, as mentioned in Section 2,
Selic interest rate rises may lead to greater tranan real output levels and business profitépilihus
raising credit risk, which can result in higherraates and increased spreads.

Before explaining the results of the following gnapote that the negative impact of GDP
on banking spread can be attributed to the “defftdct”, in that greater (lesser) growth in outpat
national income result in a reduction (increasd)ank default (and credit risk), which tends touina
reduction (increase) in spread, while the positimpact on spread growth is probably due to the bank
“market power” effect. In the latter case, bankymespond to a context of growing demand for credit
by raising the loan rate and maintaining the depase unchanged.

That said, in the first of the second row of gra@h&DP growth rate shock can be seen to
cause a convergent-oscillating effect on the banldpread growth rate — which seems to reveal
contradictory effects in the relationship betwelese two variables. The second graph in the second
row shows the impact that a positive banking spréfaock tends to cause on the banking spread
variable itself. Note that, as with other economidgiables, there is a strong inertial component to
spread, which is demonstrated by the fact thatkshtx this variable (or to its growth rate) at titne
affect the variable’s values in subsequent periods.

Table 5 shows the decomposition of variance, wiidtesigned to identify the importance

of a given variable in relation to observed errothie values forecast for another variable. Thaltges
were obtained from a Monte Carlo simulation witlfDQQterations. Note that growth in the inflation
rate accounted for approximately 4% of the variamcdanking spread growth. The results show
interest rate growth to be the most significantialde, because it has a strong (i.e. around 33%)
influence on variance in banking spread growthrégards the importance of banking spread growth
in explaining banking spread itself, this was foundoe about 61%, confirming the hypothesis that
there is a strong inertial component. The otheiabégs were found to be of negligible relative
importance as regards spread growth.

Table 5. Forecast Error Variance Decompositions (%) Rate of Change in Banking spread

Period GIPCA GEXCHA GINTER GGDP GSPREAD
1 0.490944 0.023440 20.9486% 1.377739 77.15923
2 3.956152 0.464427 31.87199 1.109975 62.59146
3 3.324432 0.627901 28.57153 0.996260 66.47988
4 3.658873 0.549939 31.05942 1.033745 63.69802
5 3.625943 0.573453 31.02841 0.928944 63.84325
6 3.748606 0.561272 31.95413 0.820816 62.91518
7 3.773342 0.565717 32.20051 0.727486 62.73295
8 3.820436 0.560330 32.59733 0.652313 62.36959
9 3.846327 0.559770 32.83500 0.590334 62.16857
10 3.874389 0.558033 33.0689% 0.538990 614596
11 3.894406 0.557093 33.24848 0.495813 618042
12 3.913239 0.556036 33.40838 0.459029 6116633

Source: Authors’ elaboration using Eviews 5

Note: Ordem Cholesky GIPCA, GEXCHA, GINTER, GDP &8PREAD
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All in all, the recent evidence seems to indicaia tasic interest rate (Selic) is the most
significant variable for explaining growth in bangi spread in Brazil. In addition, inflation rate sva
found to have a positive effect on banking spraaavth, a result that is associated with increasstkb
sector mark-up, but which cannot currently be ader®d one of the major determinants of high
banking spread in Brazil. As regards the otheraldeis — growth in exchange rate and in industrial
output — there is no evidence that these are ggnif in determining the banking spread charged in
Brazil in the period under consideration.

6. Conclusion

The results obtained in this study — in agreemaittt the empirical literature — provide
evidence that macroeconomic factors are importaekplaining how banking spread is determined in
Brazil. Particularly noteworthy are (i) the intereate level, which serves both as a basic leweloan
rates and an “opportunity cost” for loan operatjdmecause part of the public debt in Brazil is etk
to the Selic interest rate; and (ii), to a lessdemt, the rate of inflation, because increasethen
inflation rate are associated with increases irkls@ttor mark-up.

Lastly, for the purposes of proposing policiesgduce banking spread in Brazil, the results
of this study seem to indicate that a reductiornhi Selic interest rate is a necessary condition fo
obtaining any pronounced and lasting reductiorpiead in Brazil.
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