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Abgract:

This paper uses a VAR to analyse the response of monetary policy to inflation in Brazil,
focusing mainly on the problem of the price puzzl e effect. When nonlinearitiesin the datawere
considered, most of this effect vanishes This is done firstly by checking if the series are unit
root processes or (non)linear trend stationary. After that a nonparametric co-trending analysis
was applied. The test result wasin favor of acommon nonlinear trend between inflation and the
interest rate, which seems to affect the system innovation analysis, inducing in a large amount
the price puzzle effect.
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Resumo:

Este trabalho usa um VAR para analisar a resposta da politica monetaria a taxa de inflacdo no
Brasil, com o objetivo prim&io de dar um tratamento aternativo ao que € conhecido como
"price-puzzle”. Quando as ndo linearidades dos dados séo consideradas, a maior parte desse
efeto éresolvido. Isto éfeito, prime ramente, verificando se as séries sdo estacionarias em torno
de umatendéncialinear ou n&o linear, ou sehdumaraiz unitarianelas. Depois, foi aplicadauma
analise ndo paramétrica de co-tendéncia. O resultado do teste foi em favor de uma tendéncia
ndo linear comum entre a taxa de inflagéo e a taxa de juros, o que parece afetar a andlise das
inovagdes do s stema, provocando em grande parte o efeito ” price puzzle”.

Palavras-Chaves. PoliticaMonetéria, Néo Linearidades, Tendéncia Nao Linear, Co-Tendéncia,
Tendéncias Comuns, Price Puzzle.



1. INTRODUCTION

It is now well documented that structural changes affect unit root tests Perron (1989, 1990) shows
that if there is a break in the deterministic trend, the unit root hypothesis is hardly rejected. Bierens
(1997) expanded this discussion, suggesting an ADF type test against a nonlinear deterministic time trend
alternative, approximated by Chebishev polynomids.

Macroeconomic time series may move together over time even thought they are not integrated. In
other words, it is possble tha some variablesthat are not unit root processes to act like cointegrated series
Bierens (2000) shows that this might happen when the series have a common nonlinear deterministic time
trend. He applied his nonlinear co-trending analysisto U.S. inflation and interest rate; and found that what
is called price puzzleis largerly dueto a common nonlinear trend between these two variables.

Price puzzle efect has been reported in the vector autoregression (VAR) literature by Eichenbaum
(1992), Sims (1992), Bernanke and Blinder (1992), Chrigtiano, Eichenbaum and Evans (1994), for instance;
and it means a positive and persistent response of the inflation rate to a unit shock in the interest rate’'s
innovation.

Thiseffect wasal so previously reportedinsomestudies usng Brazilian data. Minella(2001) estimated
an unrestricted VAR with four monthly variables in the following order: output, inflation rate, interest rate
and M1. To allow for differences in the dynamics of the inflation rate his VAR was estimated in three
subsamples. Hefound an inflaion-puzzle in the second (1985-1994) and third (1994-2000) subsamples. In
the second subsample this effect disappeared when centered inflation was used, and on the third subsample
this problem was solved through the missing variable approach. Cysne (2004), used the bias-corrected
bootstrap bands, proposed by Pope (1990) and Kilian (1998), to deal with the price-puzzlein a VAR applied
to quarterly brazilian data from 1980:Q1 to 2004:Q2.

The main objective of thiswork isto verify if thereisacommon nonlinear trend in Brazilian inflation
and interest rate, and to check if this phenomenon may be the cause of a price puzzle in Brazil. In other
words, it triesto answer the question if Brazilian output, M 1, inflation and interest rates are redly unit root
processes. Brazilian inflaion and interest rate seems to move together. Wha if they are not integrated
series? If thisisthe case, a nonlinear co-trending analysis can be used, ingead of cointegration tests, to
investigate the long run comovement between these variables. Then, this information can be included into
the previously mentioned VAR to seeif it is capabl e to produce better impulse response functions. Theresult
could be an alternative model capable of furnishing a better explanation of short and long run dynamics of
the economy.

Besides thisintroduction this sudy has three more sections. The first one, as usud, contains areview
of the most important theoretica background for the work. Subjects such as unit root tests, the co-trending
test and the VAR are discussed. The second one, contains the main results of these tests and the estimation
of the VAR model. The conclusions and main remarks are presented in the last section.

2. THEORETICAL BACKGROUND

Thiswork will use the same series used in Mindla (2001), but with an expanded number of observations.
The fird step in this study is to verify if these variables are really unit root processes. For this purpose,
Dickey-Fuller (1979) tegs, Phillips and Perron (1988) and Bierens (1997) unit root testswill be used. Then,
Bierens' co-trending analysis will be performed to check if there is a common nonlinear trend between
interest and inflation rates. Next, the price puzzle problem may be solved including these nonlinearitiesinto
the VAR. Thus, the next subsections contains abrief presentation of these concepts.



21 UNIT ROOT TESTS

211 Dickey-Fuller tests

Consider the Gaussian AR(1) process:
Yt = ® + %y + ", 0r 1)
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The Dickey-Fuller (DF) % tes for the for the null hypothesis of a unit root (%2 = 1) against the

stationarity alternative hypothesisis given by the statistic T (% j 1) which has a nonstandard distribution.

When there is serial corrdation in the data Dickey and Fuller (1979) suggested to add higher-order
autoregressive terms in the auxiliary regression. Now, consider an AR(p) process:
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The Dickey-Fuller ¥ test in this case isl—_u%. Thistest isknow as the Augmented Dickey-Fuller
I j=1%j

test (ADF). A linear time trend may be included in the regression. Thus, the null hypothesis of a unit root
istested againg alinear trend stationarity hypothesist.

2.1.2  Phillips-Perron Test
Based on eq(1), Phillips and Perron (1988) suggested a unit root test when " is serially correlated and

heteroskedastic. Ther gpproach consigs of adding a correction factor to the DF test statistic. The Phillips-
Perron (PP) % test i
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Bierens (1997) shows how to test the unit root with drift hypothesis againg a linear or nonlinear trend
dternative hy;%gt_hesis. For this purpose he used Chebischev time polynomials, defined as: Po.n(t) =
1;P.n(t) = = 2cos[k¥%(t j 0:5)=n]; for t=1,...n, and k=1,...,n-1. These polynomids are orthogonal,
have a closed form, and can approximate linear and highly nonlinear time trends quite well. Another
important sep inthisprocedureisto transform these polynomials, for k=1,2,...,(n/2), such that they become
orthogonal to the time trend, in order to distinguish linear and nonlinear trends as follows: Py, (t) = 1;

1 Thedistributions of these tests and further details may be found in Hamilton (1994).
2 Thedistribution of this test is nonstandard and may be found in Hamilton (1994).
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Theunitroot withdrift hypothesiscorrespondsto Hy : % = 0; f(t) = 0, andthealternativeshypothesis

of linear and nonlinear trend stationarity are respectively HE: : % = 1; f(t) = 0 and H]NL : % = 1. The A?
test statigtic type suggested is
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This test has a nonstandard distribution, and must be conducted in a two-sided way. Left rgjection
means linear trend stationary, while right rejection means nonlinear trend stationarity.

22 THE NONPARAMETRIC NONLINEAR CO-TRENDING ANALYSIS

Bierens (2000) also shows how to test if two or more variables have a long run comovement, like a
cointegrated process, for the case in which these series are not integrated processes; i.e., they are not unit
root processes. If yy = g(t) + u¢, wherey, is a k-variate time series vector, u; is a k-variae zero-mean
stationary process, g(t) = o + 1t + f(t), and f(t) is adeterministic k-variate nonlinear trend function,
then nonlinear co-trending exists when there is avector u such that i’ (t) = 0. Now, define two matrices,
M1 and M2, such as,

h i
M1= Fl] F (L=n)F(@=n)+::+FQ)F @) (11)

h i
M2 = % F’(m=n) F* (m=n)’ + :: + F' (1) F* (1)’ (12)
Where, F (t=n) = (1=n)[x(1) + ::: + x(®)]; F(t=n) = (m=n)[F(t=n) j F(t=n j m=n);m =
n®;0 < ® < 1 and x(t) isthe detrended or demeaned y;. Bierens suggested to use ® = 0.5, because

thisvalueis optimal to the convergence of the M2 matrix. Thetes of the null hypothes s that there are ¢
co-trending vectors, against the alternative, that there are less than g co-trending vectors, is based on the
statisticsni®”: where , aretheg'sincreasingly ordered smallest solutions of the generalized eigenvalue
problem det( M1 j _M2) = 0: Two aternative estimators for the co-trending vector f = ({iy; :::; {iy)
arethe k j g columns of the orthonormal eigenvectors associated with the g smallest eigenvaues of det(

M1 j .M2) = 0; and the eigenvectors of the minimum k j g eingenvalues of M1 matrix alone

23 THEVECTOR AUTOREGRESSION

Following Hamilton (1994), the reduced form of a pth-order Gaussian vector autoregresson can be
expressed as,
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Where, y; isan (n £ 1) vector with the values at date t of n varidbles, "'y » i:i:d: N(0;8), !’ = [c
©1::©,], and x¢ = [1 y¢;1::Ye;p]'s Inthis unrestricted case, the maximum likelihood estimate (MLE) of §
and 8, are the same as the one cd culated by ordinary least squares (OLS). P
Itisworth toremember that aVAR isrelatedto adynamicsystemsuch as Boyy = k+ P_, Biye;i+Ue.
This means that "'y = B{ 'us, and to compute the impact of a one-unit increase in the jth variable, at date
t, ontheith variable, a t+s, an orthogonalized impulse-response function can be used. Thisis done based
on alower triangular Cholesky decomposition of *'; into a set of uncorrelated uls, a useful characteristic to
ded with cases where these innovati ons are contemporaneously correlated. On the other hand, an undesired
effect of thisdecomposition isthat changing the order of the variablesin the vector y; may produce different
impulse-response functions. To be more specific, thefirst variable has an instantaneous effect on the others,
but the contrary does not happen, and so on. The order adopted in this study is the same as the one used
by Minella (2001) and Christiano, Eichenbaum and Evans (2000); that is, output, inflation, interest rate and
M1.

3. EMPIRICAL RESULTS

The variables used in thiswork were the log of output (y), measured by the index of indugtrial production
(seasondly adjugted); inf lation rate (inf), measured by the IGP-DI; the Selic overnight interest rate (r), and
the log of money aggregate (m1). All these series are at a monthly frequency, starting in january-1975 and
ending up at january-2004. Figure 1, plots all these series®.

3.1 Unit Root Tests Results

311 ADFteds

Itisclear from Figure 1, that y and m1 have atime trend, but thisisnot so clear inthe plot of inf and r which,
by itsturn, shows that inf and r have a smilar time pattern. Inthe light of thisfigure the null hypothesis
of unit root with drift againg the alternative of alinear trend, cdled here as type 3, wastested for y, m1, inf
andr . Forinf andr, it was also tested the null hypothesis of unit root against stationarity, called type 2. The
results of both tests are presented in Table 1, where R=rejected and NR=not rejected. These two tests did
not reject the null hypotesis of unit root.

TABLE 1- ADF TESTSRESULTS

Type 3 Type 2
Critical Region Test Statigic Condusion Critical Region Test Statistic  Conclusion
5% 10% 5% 10%
Series - - - -
y -3.4 -3.1 -2.72 NR - - - -
inf  -3.4 -3.1 -1.96 NR -2.9 -2.6 -1.9 NR
r -34 -3.1 -1.85 NR -2.9 -2.6 -1.88 NR
mlL -34 -3.1 -1.59 NR - - - -

3 All thefigures of this work areinthe Appendix 1.



312 Phillips-Perron Tests

When correlaion and heteroskedasticity in the residual s are considered, the results about stationarity of the
series under analysis are quite different - y, inf and r are now (linear trend) stationary processes. Table 2
shows the results of the PP tests.

TABLE 2- PPTESTSRESULTS

Type 3 Type 2
Critical Region Test Statigic Condusion Critical Region Test Statistic  Conclusion
5% 10% 5% 10%

Series - - - -
y -21.8 -184 -80.8 R - - - -
inf  -21.8 -184 -29.5 R -145 -117 -29.6 R

r -21.8 -184 -21.5 NR;R -145 117 -21.7 R
ml -21.8 -184 -3.23 NR - - - -

313 Bierens Test

Looking at the plot of m1 (Figure 1), itisclear that it would be very difficult to reject the null hypothesis of
unit root infavor of alinear trend, because this series seemsto have anonlinear or a linear trend with breaks
in the mean. A similar argument can be used for inf and r. Testing unit root hypothesis, against nonlinear
trend, produces new results presented in Table 3 (LR means left rejection and RR means right rejection).
TABLE 3 - BIERENS TEST RESULTS
Fractiles of the asymptotic null distribution
Series F j test statistic 0.025 0.05 0.10 0.90 095 0975 Conclusion

y 192.5 2235 2806 359.5 1408.7 1660.1 1930.5 LR
inf 104.4 2235 2806 359.5 1408.7 1660.1 1930.5 LR
r 115.8 2235 2806 359.5 1408.7 1660.1 1930.5 LR
ml 3229 2235 2806 359.5 1408.7 1660.1 1930.5 RR

These results corroborate the PP testsfor y, inf and r. Now, m1 is nonstationary around a nonlinear
trend. Back to Figure 1, one can seethat inf and r have asimilar time plot, thus the next step istotest if they
have a common trend. Other sudies have found that there is no unit root in output (Minella, 2001). Cati,
Garcia and Perron (1999) have found mixed results aout Brazilian inflation, but they concluded in favor
of aunit root process. In this sudy, not only the possible structural breaks are included in the unit root test,
but it was also allowed for the possbility of other nonlinear trend types. Thus, at least inf, r and m1 series
may be cong dered as mixed processes, instead of pure unit root processes.

3.2 Nonlinear Co-Trending Test

As mentioned before, inf and r have a very similar plot, a cointegrated like process, and at the same time
they are possibly stationary processes or nonstationary around alinear trend. Thus, it seems to be important
to test if these series have a common linear or nonlinear determinigtic time trend. Bierens' nonlinear co-
trending anal ys swas applied on demeaned data, because the series do not have adear trend. The next table
presents the results of this test.

TABLE 4 - CO-TRENDING TEST RESULTS

Demeaned Data
g teststatistic 10% Criticd Region 5% Critical Region Conclusion
1 0.22 0.32 0.47 g=2 at 5%
2 0.61 0.55 0.67 g=1at 10%



Thiswork sticksto the condusion that g=1 a 10%; i.e, thereisone co-trending vector. Figure 2A and
2B shows the components of F (x) and F'(x), respectively, where acommon pattern among them is easily
perceived, leaving ground for the possibility of a nonlinear co-trending between inf and r.

3.3 VAR Results

Based on the previous results, three types of VAR were esimated: a) without any trend; b) with alinear trend
and c) with Chebishev timepolynomials. The Akaike, Hanan-Quinnand Schawarz information criteriawere
used to sdect lags. In case @) and b), 3 lags seems to be the better specification. Ther impulse response
andysisarevery smilar; that is, thereisainflation-puzz e that |asts more than 20 months, and, as expected,
there are some shocks with permanent effects, because the variables are not pure 1(0) process. Figure 3
contains some of the plots of the impulse andysis of the VAR without a trend.

When this analysis is conducted on the basis of a VAR, cdled VAR(c1), with 3 lags and 3 Chebishev
time polynomials, added next to the intercept to capture data nonlinearities, all shocks become transitory;
i.e., the effect of an impulse vanishes over time. Moreover, theinflation puzzle lasts only 7 months. Figure
4 presents these results.

Figure 4, aso shows that output reacts negatively to a unit shock in the interest rate. The reduction
reaches its maximum in the fourth month, something around 1.5%. Interest rate, by its turn, has been used
to accommodate shocks in output, and reacts negatively to shocksin M 1. The impulseresgponse of inflation
raeto its own shock showsthat its persisence has a5 or 10 months duration.

Thereis ainitid negative response of m1l to interest rate shocks that becomes positive, differently
from Rabanal and Schwartz (2001), which found a negative response. The initial negative response of ml
to output, inflation and interest rate was expected, after that m1 israised to keep the liquidity balance on the
economy.

A shock on output causes a podtive response of the inflation rate, and the interest rate seems to be
used to stabilize output and inflation, while m1 seems to be used only to maintain the economy liquidity.
Mog of these results arein tune with Minella (2001).

Using 4 lags and 20 Chebishev time polynomials for the innovation analysis, called as VAR(c.2), the
effect of theinterest rate on output lastslessthanin the VAR(c.1), and itsbigges impact happensin the second
month. Agan, thereis an initial negaive response of m1 to interest rate shocks that becomes positive, but
it lasts only 8 months, when it then vanishes. M1 really seems to be used to maintain the liquidity in the
economy. The inflation puzzle was severely reduced to only 3 months, and much of the above results was
preserved under thisnew VAR, as presented in figure 5.

4. CONCLUDING REMARKS

Inthiswork aVAR was used to anal yse the effects of monetary policy in Brazil. Thefact that nonlinearities
may cause some undesired effects on time series analys's was taken into account. Bierens (1997) shows
that many series firstly looking as unit root processes could be, indeed, nonstationary with a nonlinear
deterministic trend. Thus, using a VAR which takes into consideration these nonlinearities, all the sample
could be used, instead of breaking it in small subsamples in order to avoid the undesirable effects of
strucuturd breaks to this kind of procedure.

Therefore, all the monthly data (1975:01 to 2004:01) used in this work, such as the log of output
(y); theinflation rate (inf); the Sdic overnight interest rate (r), and the log of money aggregate (m1) were
submitted to both traditional and Bierens (1997) unit root tests. It seemsthat all the series are neither pure
unit root processes nor stationary or nongationary with adeterministic trend. To be precise, the plots of inf,
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r and m1 indicate that they have a nonlinear trend, and for m1, Bierens test corroborates this feeling.

The graph of inf and r produces another impresson - that they are cointegrated. However, these series
are not integrated processes. In this case it was applied the nonlinear co-trending analysis suggested by
Bierens (2000). The test confirmed that inf and r have a comovement and, as expected, this may cause
a price-puzzle on VAR’s innovation analysis. Adding Chebischev time polynomias next to the intercept,
most of the inflation puzzle was removed - it lasts only 3 months. Cysne (2004), applying a VAR with
bias-corrected confidence bands to Brazilian data, obtained a price-puzzle that lasts one quarter, also.

Why a co-trending does exigs to inf and r ? There are some possible reasons to explain this
phenomenon. Brazil has experienced a long period of high inflation, and at this time all the prices in
the economy were indexed. The past inflation was automaticaly transmitted to current prices, induding
the price of money - the interest rate. In July 1999, the Central Bank of Brazil adopted a inflation target
regime, using the interest rate, instead of m1, as the monetary instrument to control inflaion, or expected
inflation. Thisaffirmativeiscorroborated by theimpulseresponseanalysisof VAR(c.1) and VAR(c.2), where
the interest rate was used to stabilize output and inflation, while m1 reacts only to maintain the monetary
balance.

It seems, therefore, tha much of the positive response of inflation to a unit shock in the interest
rae is due to the co-trending phenomenon between these two variables, and when the possibility of these
nonlinearitiesin the dataare considered, not only does the impul se response functions of the system become
stationary, but also that the problem of inflation puzzle was diminished.

5. BIBLIOGRAPHY

Bernanke, B.S. & A.S. Blinder (1992). The federa funds rate and the channels of monetary transmisson. American Economic
Review, 82, 901-921

Bierens, H.J. (1997). Testing the unit root with drift hy pothesis against nonlinear trend stati onarity, with an gpplication to the U.S.
pricelevel and interest rate. Journal of Econometrics, 81, 29-64.

. (2000). Nonparametric nonlinear co-trending analysi s, with an applicationtointerest andinflation rateintheU.S. Journal
of Business & Economic Satistics, 18, 323-337.

Cati,R.C., M.G.P Garcia, & Perron, P (1999). Unit rootsin the presence of abrupt governmental interventionswith an gpplication
to brazilian data. Journal of Applied Econometrics, 14, 27-56.

Christiano, L.J. M. Eichembaum, & C. Evans. (1994). The effects of monetary policy shocks: evidencefrom theflow of funds”.
Working Paper Series 94-2, The Federal Reserve Bank of Chicago.

Cysne, R. P (2004). Is there a price puzzle in Brazil? An gpplication of bias-corrected bootstrap. Ensaios Econdmicos 577,
Fundac&o Getllio Varges.

Dickey, D.A. & Fuller, WA. (1979). Digtribution of the estimators for autoregressve time series with a unit root, In: Hamilton,
JD. (1994). Time Series Analysis. Princenton University Press.

Eichenbaum, M. (1992). Comments on interpreting the macroeconomic time series facts the effects of monetary policy, by
Christopher Sims. European Economic Review, 36, 1001-1012.

Hamilton, JD. (1994). Time Series Analysis. Princenton University Press.

Kilian, L. (1998). Smal-sample confidence intervas for impul se-response functions. The Review of Economics and Statigtics,
80, 218-230.

Mindla, A. (2001). Monetary policy and inflation in Brazil. Working paper series 33, The Central Bank of Brazil.
Perron, P (1989). The greset crash, the ail price shock and the unit root hypothess. Econometrica, 57, 1361-1401.

8



[13]
[14]
[19]

[16]

[17]

. (1990). Testing for aunit root in atime serieswith achanging mean. Journal of Business & Economic Satistics, 8, 153-162.

Phillips, PC.B. and Perron, P (1988). Testing for a unit root in time seriesregresson. Biometrika, 75, 335-346.

Pope, A.L. (1990). Biases of estimators in multivariate non-gaussian autoregressions. Journal of Time Series Analysis, 11, 249-
258.

Rabanal, P & Schwartz, G. (2001). Testing the effectiveness of the overnight interest rate as a monetary policy instrument, In:
Internationa Monetary Fund, Brazl: sdlected issues and satistical appendix, IMF Country Report no 01/10, Washington, D.C.

Sims, C.A. (1992). Interpreting the macroeconomic time seriesfacts: the effects of monetary policy. European Economic Review,
36, 975-1001.



APPENDIX |

48
4.7.
46
45.
4.4.
43
4.2.
4.1
4.0

3.9

1975 1980 1985 1990 1995 2000 2005

90

—Lv1

80+
70+
60-
50+
404
30+
20
104

0

SN At

1975 1980 1985 1990 1995 2000 2005

10

804

60-

40

204

04

-2

1975 1980 1985 1990 1995 2000 2005

— INF

15

104

1975 1980 1985 1990 1995 2000 2005

— LML

FIGURE 1 - PLOTSOF THE SERIES

10



Component R of F{x)

Component INF of F(x)

FIGURE 2A - COMPONENT INTEREST AND INFLATION OF K(X)
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FIGURE 2B - COMPONENT INTEREST AND INFLATION OF F (X)



FIGURE 3 - IMPULSE RESPONSE:VAR(a)
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FIGURE 4 - IMPUL SE RESPONSE: VAR(c1)
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