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Resumo: Investigamos nesse artigo se os ciclos econdmicos t€m um comportamento semelhante a partir do
calculo do custo de bem-estar do ciclo econdmico para a Unido Européia como uma solucdo do problema
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comércio, se comportando com um “experimento natural” para investigar o quio similar sdo os custos de
bem-estar dos ciclos econdmicos entre os paises. Admitindo preferéncias do tipo CES e uma forma reduzida
razoavel para o consumo, estimamos os custos de bem-estar usando trés métodos alternativas para
decomposicao tendéncia-ciclo, contudo focando o exercicio sobre a decomposicao de Beveridge-Nelson
multivariada. Nossos resultados mostram que os custos de bem-estar sdo muito diferentes entre os paises da
Unido Européia e entre esses e os Estados Unidos, sendo uma forte evidéncia de que os ciclos econdmicos
ndo tém comportamento semelhante na Europa.
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Are Business Cycles All Alike in Europe?

1. Introduction

A discussion with a long tradition in macroeconomics is on what generates business cycles. According to one
view, which we label the institutional view, business cycles are generated by large and infrequent shocks that
hit macroeconomic variables, leading them to fluctuate about their trend. Because institutional settings vary
from country to country, these shocks are different across countries and business cycles are not all alike.
According to a different view, which we label the dynamic-stochastic-general-equilibrium — DSGE — view,
business cycles are generated by small and frequent white-noise shocks that hit macroeconomic variables,
which have a dynamic path qualitatively well approximated by a dynamic stochastic general equilibrium
model. Because these shocks are small (low variance), and there is no reason to believe that propagation
mechanisms vary from country to country, business cycles are all alike. Indeed, Lucas (1977), in his opening
statement of this classic paper, asks: “Why is it that, in capitalist economies, aggregate variables undergo
repeated fluctuations about trend, all of essentially the same character?”

Of course, it is not trivial to investigate if business cycles are all alike. First, one has to define in which sense
they should be alike and different ways to measure similarities. A first approach, followed by Blanchard and
Watson (1986), is to look directly into shocks themselves, investigating whether they are small or large, as
well as their nature. Usually this is done using a structural econometric model. Since there is no consensus on
how shock identification should be performed, and several shock-identification techniques have been
criticized on different grounds, it is hard to come out with a satisfactory answer once this direct approach is
followed.

The shortcomings of the direct approach can be overcome if instead of focusing directly on shocks, one uses
an indirect approach, focusing on a fundamental difference in the nature of business cycles entailed by these
two types of shocks. A concept that has received some attention recently, and that can be used to investigate
whether business cycles are alike is the welfare cost of business cycles. The idea is straightforward: Lucas
(1987) calculates the proportion of extra consumption, in all dates and states of nature, a rational consumer
would require in order to be indifferent between an infinite sequence of consumption under uncertainty and a
certain sequence which is cycle free. This proportion is labelled the welfare cost of business cycles, and can
be directly computed using consumption data and a parametric version of the utility function; see the variants
in Imrohoroglu (1989), Obstfeld (1994), Van Wincoop (1994), Atkeson and Phelan (1995), Pemberton
(1996), Dolmas (1998), Tallarini (2000), Otrok (2001), and Franco, Guillen and Issler (2003).

If shocks are frequent and similar across countries, in which they have a low variance, and if the propagation
mechanism is similar in nature to that in dynamic stochastic general equilibrium models, one should find that
the welfare costs of business cycles across economies are all similar. However, if institutional factors are
important, shocks will be different in nature and the welfare costs of business cycles will be different across
economies. Of course, one can always find a set of countries that have similar institutional settings. For them,
finding similar welfare costs of business cycles may just be a consequence of similar institutions. However, if
the opposite is true for this set of countries, then it is hard to argue for the DSGE view.

In this paper, we investigate whether business cycles are all alike computing the welfare costs of business
cycles for an important subset of European countries — European-Union (EU) countries: Austria, Belgium,
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Denmark, Finland, France, Germany, Great Britain, Greece, Ireland, Italy, Luxembourg, Portugal, Spain,
Sweden and The Netherlands. As is well known, these countries have a long tradition of integration and trade
dating well before the common-currency Euro area was implemented. Because of this feature, it is a “natural
experiment” to investigate how similar their welfare costs of business cycles are, in the sense that we will be
surprised to find major differences between them.

In computing the welfare costs of business cycles for EU countries we use the techniques in Beveridge and
Nelson (1981) to decompose (the log of) consumption in a trend and a cyclical component. In this case, the
trend will be stochastic and modeled as a random walk.! This choice relies on a sizable amount of
econometric evidence available on consumption, or, alternatively, on the amount of authors that have used
the unit-root specification, e.g., Hall (1978), Nelson and Plosser (1982), Campbell (1987), King et al. (1991),
Cochrane (1994), inter alia. Moreover, to make our results comparable to previous work, we also modeled
the trend as either a deterministic linear process (with and without a break) or following a slowly evolving
secular process captured by the Hodrick and Prescott (1997) filter.

Our results show that the welfare costs of business cycles are very different across EU countries. Using the
Beveridge and Nelson decomposition, and plausible values for the risk aversion coefficient and the discount
rate of future utility, we find that the welfare cost of Spain (4.1% of consumption) is almost ten times that of
the UK (0.45% of consumption) — median of 2.85%. Major differences in welfare costs are also found when
alternative trend-cycle decomposition methods are employed, although they are not as pronounced as the
ones obtained using the Beveridge and Nelson decomposition.

The paper is divided as follows. Section 2 provides a theoretical and statistical framework to evaluate the
welfare costs of business cycles. Section 3 provides the estimates that are used in calculating them. Section 4
provides the calculations results, and Section 5 concludes. There is also an Appendix providing the
econometric background necessary to implement the calculations carried out in the paper.

" Lucas (1987, pp. 22-23, footnote 1) explicitely considers the possibility that the trend in consumption is stochastic as in Nelson
and Plosser (1982).



2. The Problem

Lucas (1987) proposed a way to evaluate the welfare gains of cycle smoothing. Suppose an agent that

chooses a consumption sequence {C; }°°

_, that maximizes intertemporal utility, U, subject to a budget

constraint:
U=E,) Blu,) (1)
=0

where E t(-):E(- |Qt) is the conditional expectation operator of a random variable, using €2, as the

information set, and £ € (0,1) is a constant discount factor. He worked with a class of consumption streams
with trend and cycle components such as:

c, =a,(l+a,) exp(—%(ff j t=0]1,... (2)

where {z,} is a stationary stochastic process with a stationary distribution given by In(z,)~ N (0,57).

* |00

Cycle-free consumption will be the sequence {c, }

t=0°2
Notice that {c,* }Z

. . . . *
mean. Hence, for any particular time period, ¢, represents a mean-preserving spread of ¢, .

where ¢, =a,(1+a,)" since E [exp(—%af)zt ]= 1.

, 1s the resulting sequence when we replace the random variable ¢, with its unconditional

Risk averse consumers prefer {c: }ZO to {C; }io , S0 the costs of the economic instability can be measured by
calculating 4 which solves the following equation: >

E[Eoiﬂfu«l + e, )j =Y pue) 3)

Then A is the compensation required by consumers that makes them indifferent between the uncertain
stream {c, |, and the stream {c: }:0:0. Notice that uncertainty here comes in the form of stochastic business

t=0
cycles, since the trend in consumption is deterministic.

Lucas (1987) assumed that the utility function is in CES class:
e/ -1

we) =5 (4)

where ¢ >0 is the constant coefficient of relative risk-aversion and u(c,) converges to In(c,) as ¢ > 1. It

calculated A that satisfies (3) for some values of £ and ¢ using US data for post-war period.

Obviously there are others forms of ¢, besides (2). If we suppose ¢, is difference stationary then it can be

decomposed as the sum of a deterministic trend, a random walk trend and a stationary cycle (ARMA
process), as shown in Beveridge and Nelson (1981),

? Notice that Lucas (1987) uses the unconditional mean operator instead of the conditional mean operator in A . The same problem
can be proposed using the conditional expectation instead. This is exactly how we proceed in this paper.



2 t -1
In(c,) = In(a,) +.In(1+ @)~ 2=+ Y&, + > v, 41, ,
2 i=l j=0 (5)
2

:1n(a0(1+al)’)—%+ln(X,)+ln(Yt)

t
where In(a,(1+a,)" exp(-»? /2) is the deterministic term, In(X,)= Zei is the random walk component,
i=l1

t-1
In(Y,) :Zy/j 4,_; is  the MA() representation of the stationary part (cycle), and
j=0

t=1 t-1

w =0t +2a]22y/, +a22zl//f is the conditional variance of In(c,). The permanent shock &, and the
=0 j=0

transitory shock x, are assumed to have a bi-variate normal distribution as follows,

el =)
H, 0)\o, o0y

1.e., shocks are independent, thus serially uncorrelated, but contemporaneously correlated if o, #0.

Calculating the welfare cost of business cycles for the difference-stationary case requires first a discussion on
how to deal with the fact that now uncertainty comes both in the trend and the cyclical component of In(c, ).

Moreover, since the trend component has a unit root, its unconditional mean and variance are not defined.
Notice that, in the exercise proposed by Lucas, all the cyclical variation in In(c,) is eliminated, which is

equivalent to eliminating a// its variability, since the trend is deterministic. Here, this equivalence is lost,
because the trend is stochastic as well.

To deal with this issue, we follow Obstfeld (1994) in considering the conditional expectation operator £ (-)
in (3), in spite of the unconditional expectation operator E(-). In this case, ¢, is now redefined as
¢, =E,(c,). Therefore, we are assuming that it is possible to offer the consumer an certain consumption
stream ¢, (with no trend and cyclical variation) based on information available at the outset of the problem.
Of course, the alternative for the consumer is to face c¢,, which has a conditional variance that depends on

@, . Consumption has now a unit root and so @, — o, as ¢ — o (although @ <o for all ¢ finite). Hence,

uncertainty can get relatively large as the horizon increases, which may be balanced by the fact that there is
discounting in the welfare function.

As in Obstfeld (1994), the problem we propose solving here is
E, ) fu(@+A),) =) fuE,c,)). (7
t=0 t=0
Under (4), (5) and (6), and using the properties of the moments of log-normal distributions, we can calculate
(7). Apart from an irrelevant constant term, its left-hand side is given by

® -4 _ 2
B3 e age) =S gy exp{—%}. ®)

1_¢ t=0 2



Notice that, (8) converges if f(1+a,)"™* exp{_ %} <1.

2

Calculating the conditional mean of ¢, yields ¢, =E (c,)=a,(1+a,) exp(— %]Eo(XzYt Yy=a,(l+a,)".

Hence, apart from an irrelevant constant term, the right-hand side of (7) is
-6

% ¢Z[ﬁ(l+al>“¢]‘ )

o0

2. Blule))=

i=0 1-

which converges if f(1+a,) ™ <1.

Given the parameters defining the processes {c: }io and {c, }ZO , A, ) is
- Ji-9)
>lpa+ay]
Ap.) = -1 (10)

i [ﬂ(l +a, )1*¢ ]' eXp|:— (1_¢2)¢a)f2}

t—1 t-1
In the definition of @’ in (10), we replace o, v, and Uzzzl//f by their respective unconditional
j=0 j=0

counterparts, &, = O'lzzl//,- and &, =0, 25:,/,/? (which may be a reasonable approximation even for
j=0 j=0

relatively small 7, and a very good approximation for intermediate and large ¢), making

o =0, +2G,, +5,,. Assuming that the conditions for (8) and (9) holds, (10) converges to’

1- (1-9)po, %l_¢)
§025,+5,))| P %"p[‘ 2 } .
exp = 1, if =1
A, B) = 2 1-pl+a) (11)
l o, ~ ~ _ . _
exp[z(—l_ﬂ+20'12+0'22ﬂ 1 if =1

which shows the way we chose to estimate A(¢, ) in this paper.’ In subsection 2.1 we discuss a
methodology for calculating A(#, f) estimates standard errors. It's straightfoward to see that A(¢, ) is
increasing in S, thus welfare cost of fluctuations is as large as agents are patient.

? Equation (11) for @ =1 is derived on appendix A.

* In our results we have observed that, for all values of (@, [J) we considered here, S(1+ ;)" <1. However, it was not always

— 1-¢)po
the case that S(1+ ;)" exp{— %} <1, since the term exp{— %} was always greater than unity, and sometimes

large enough as to prevent the convergence condition to hold.



We now turn to other possible ways of modelling the trend component. If the trend is modeled as a
deterministic function of time, as in (2), then the analysis is done as originally proposed by Lucas (1987). In
spite of the fact that Lucas has proposed the analysis as in (3) above, he actually implemented it in a different
way (see Lucas, 1987, footnote 2, p. 23)), removing the trend in consumption using the filtering procedure
proposed in Hodrick and Prescott (1997). The filter is two sided, i.e., uses past and future consumption
values to get the slowly-moving trend. In principle, the trend removed using such a procedure should be
treated as a random variable. However, for simplicity, Lucas treated the trend as deterministic, which we also
do here. Hence, when using the Hodrick and Prescott trend, our results should be viewed as a lower-bound
for the welfare cost of business cycles. To implement the calculations in this case, we computed the
deterministic growth rate present in the Hodrick and Prescott trend, treating the cyclical component as in (7)

above. Hence, ¢, =al(1+a]) exp(-02/2)z!, In(z/)~N (0,62) and ¢, =a,(1+a]), where « and
«, are now the deterministic components associated with the Hodrick-Prescott trend, and z; is the residual

cyclical component associated with it. We may observe that for linear and Hodrick-Prescott trend,
0, =06, =0,and so A4 in equation (11) does not depend of £ and «, and is monotonicaly increasing in ¢.

2.1 Standard Erros of A(@, f) Estimates

Let Q the variance-covariance matrix of the permanent shock ¢, and the transitory shock g, of the log of

consumption, as presented in equation (6), and Q $ the maximum likelihood estimator of Q.° thus,

R 2 2
Onur —0n 0 20y, 20,0, 20
NT 6, -0, |—>N||0||20,.0, 0,0, +0c 20,0 (12)
217 21 , 11021 1102 21 2102
A 2 2
Opr =0 0 20, 20,0, 20

Let @, a consistent and assymptoticaly normally-distributed estimator of ¢, i.e.,
T (@, -a,)—>N(0.02) (13)

Let 6, =(at,,0,,,04,,0,) and 6, =(a,7,0,7,057,057) . From (12) and (13) and applying Delta
Method, we have,

V@) —m)]#w(o, cwwﬁf ;ﬂcwo)'] (14)

where C(6,) is the vector of partial derivatives of A with respect to 6.

3. Reduced Form and Long-Run Constraints

> The term exp{— %} is always greater than unity.

% See Hamilton (1994), pages 300-301.



Let y, =(In(c,),In(Z,))" is a 2x1 vector containing the logarithms of consumption and disposable income.’
Assume that both series individually contain a unit-root, and are generated by a p-th order vector
autoregression (VAR),

Y, =mYy, tmy, et w,y,, tE, or

L)y, =&,
where T(L)=1, —z,L —,L* —---—7,L” . Decomposing IT(L) as

L) =-TI()L? +(1-L)T(L)
leading to the vector error-correction model (VECM)

Ay, =T\Ay, , +TL,Ay, , +--+1T, Ay, ., -1y, , +¢,, (14)
where H(l)= o', r,=-1, +Zj:1 7,, j=12,...,p—1, a is the cointegration vector and y is a 2x1

constant vector.

Cointegration between the logarithms of consumption and income may be explained using the theory of
permanent-income. In this theory, consumption can be viewed as proportional to the expected present
discounted value of all income stream. Hence, the expected present value of consumption and income are
equal, and both series are proportional in the long run,® moreover, the cointegrating vector will be o =(-1,1)".

We turn now to the discussion of how to extract trends and cycles from (14). First, put the system (14) in
state-space form, as discussed in Proietti (1997),

Ay, =2, (15)
f, =T, +Z%,
]
Ay, LI, -y -y
where fi=| © b T=| L, 0 o0} z=[r, 0,,,,]
AV pa 0oy a’ 1
Loy, |

From the work of Beveridge and Nelson (1981), and Stock and Watson (1988), ignoring initial conditions
and deterministic components, the series in y, can be decomposed into a trend (z,) and a cyclical component

(v,),as y, =7, +¥, where,

k k
7, =y, +1im Y E Ay, Jand v, =~ 1im > E Ay, ] (16)
i=0 i=0

It is straightforward to show that ¢ is a multivariate random-walk. Using the state-space representation (15),

we can compute the limits above. The cyclical and trend components will be, respectively,’
=-z|[1, -T|'1
L, =), VY,

" A full discussion of the econometric models employed here can be found in Beveridge and Nelson (1981), Stock and Watson
(1988), Engle and Granger (1987), Campbell (1987), Campbell and Deaton (1989), and Proietti (1997).

¥ See Campbell (1987) and Campbell and Deaton (1989).

? See appendix B for cycle and trend equations derivation.



where m=2p+1, or, using formulas (6) and (7) in Proietti (1997),
w, =—KT " (L)Ay, +Py,, and (18)

t
7, =K ¢ (19)
i=l
where K =(I, —P)T()+ya")”" and P=(T1)+ya")” ;/[a'(F(l) +ya’)! y]a' are projection matrices.

We can also use (15) to forecast trend and cyclical components at any horizon into the future. The forecast of

\, =E |y, |=-KT"(L)ZIf,,,, + Py, +PZ(ZT’)/[ and the

i=1

¥,,.» given information up to ¢, is ¥/,

forecast of 7,,, , given information up to ¢, is 7, _, =7, since the best forecast of a random walk 7+s periods

tst

ahead is simply its value today.

To fully characterize the elements in (11), we need to compute the variance and the covariance of forecasts of
trend and cyclical components. Recall that the conditional expectation of a log-normal random variable is
just a function of the mean and variance of the normal distribution associated with it. Hence, to compute the
variances of these forecasts, we have just to apply standard results of state-space representations. It is
straightforward to show that:

E’ [(THS - ft+s‘t Xrt+s - TAH.S‘t ) i| = SKQK '
where E, [gtJri ‘9;+i ]: 0, and that,

A A AT '+P(§W (i oW (z‘)']P'

’ s—1
and E, |:(Tt+s T Xl//m - y}tﬂ‘t ) } =KoV ’+K(ZQW (@ )'jpr
i=1
where V' = [P - KT’ *(l)], as computed in the appendix C.

Based on these last three covariance matrices, the correlations between trend and cyclical components of the
data can be fully characterized. Hence, to get the corresponding element of means, variances, and
covariances associated with In(c, ), one has simply to choose the appropriate elements of these vectors and

matrices.

4. Data

European Union (EU-15) countries'® annual data for real income and population were obtained from Penn
World Table (Summers and Heston) from 1950 to 2000. Annual data for household consumption were
extracted from EUROSTAT, Statistics Sweden and Penn World Table from 1950 to 2000."!

10 At present European Union is composed by 15 countries: Austria, Belgium, Denmark, Finland, France, Germany, Great Britain,
Greece, Ireland, Italy, Luxembourg, Portugal, Spain, Sweden and The Netherlands.
" Data for Greece was available from 1951 to 2000 and for Germany from 1970 to 2000.



We tested cointegration between series of logs of per capita consumption and income of each country and
EU-15. Table 1 presents results of the Johansen (1988, 1991) cointegration test.

Table 1 - Johansen Cointegation Test

i Ho: n® of Coint Eq = None Ho: n® of Coint Bq = At
Country VAR : rmost 1 :
Lag Trace Max-Eigen Trace Max-Eigen
Statiztic Statiztic Statistic Statistic

EL-15 5 4971 * 4401 = 5.70 5.70
Austria 2 7o+ 2347 = 451 4.51
Belgium 2 3521 e 886 886
Cenmark 1 473 42 0.57 057
Finland 3 2961+ 233 = 629 620
France 3 13.10 12.00 1.10 1.10
Germany 1 G465 £.20 1.26 1.26
Greece 1 981 8.12 1.69 1.69
Iretand 2 3230+ 2727 = 504 504
ltaly 3 1143 11.18 0.25 0.25
Luzembourg 1 2003+ 2387 = 517 517
Portuga 6 2540 2005* 835 8.35
Spain 2 24 2483~ 7.3 7.3
Sweden 2 203 ¢ 1837 * 5.BE 5BE
The Metherlands| 1 1477 11.89 278 278
United Kingdom 3 2735 2302 = 432 4 32
g } o% 1241 14.07 924 9.24
Critical Values: 350 | 2460 20.2 12.97 1297

*[" ) indicates null hypothesis was rejected at 5%(19%) of significance
AR Lag indicates VAR order used in tests

The hypothesis of no cointegration equation was reject and the hypothesis of at most one cointegration
equation was not rejected at 5% significance, except to Denmark, France, Germany, Greece, Italy and The
Netherlands. Conditioning on the existence of one cointegrating vector, we tested the restriction that it was
equal to (-1, 1)" using the likelihood-ratio test in Johansen (1991). This hypothesis was not rejected for
Austria, Ireland, Luxembourg, Sweden and United Kingdom (UK). Results are reported on table 2.

Table 2 - Testing Hy: o' = (1, —1)
LR fe=st for binding resirictions {rank = 1)
Counir Cointegration Stausiic Test o
¥ ..‘_,:Emr s Probability
EU-15 (1 -1.3035) 22.952 0.0000
Austriz (1 -1.1301) 0.011 0.9179
Belgium (1 -0.9169) 0024 0.0027
Fintand (1 -0.9218) 7.097 0.0077
Ireland (1 -0.588) 2832 0.0524
Luxembourg {1 -0.9523) 0.307 0.5794
Portugal (1 -0.8471) 11.695 0.0006
Spain (1 -0.9142) 9.451 0.0021
Sweden (1 -0.605) 0.551 04575
Linited Kingdom (1 -1.0709) 1.105 0.2923

The presence of unit root was investigated in consumption and income series for those countries which series
do not cointegrate. At 5%, the unit root hypothesis was not rejected in all cases using the ADF test; see the
same results obtained using the KPSS test.



Tahle 3 - Unit Root Tests

-~ Level / 1% Log per capita Consumpticn Log per capita GOP
Country difierence | KPSS Statistic | ADF Statistic | KPSS Statisic | ADF Statstic
I " leve 0.00667 D.11656 010865 = [ 120587
1" difference |  0.07542 624076 *|  0.20865 -3.78838 ™
— ~leve 004248 = | -0.33044 023644 v+ | 0246426
1" difference |  0.06899 453792 = |  DO7984 471962 **
Germany ~ leve 0.70563 052329 072877 = | -008216
1" difference |  0.07968 328340 | D.11754 -2.54650 **
ramos ~ leve 021438 = | -1.85539 086037 ** | -2BR528 *
1"difference | 033883 -1.88616 * 0.11701 -1.34423 *
oy ~Teve 053510 = | -2.30782 0.23836 = | -Da0263
1" difference |  0.07038 203137 ** 0.04587 .3.89228 *
The Netheriands | . ' 015381 ™ -0.82406 020854 = -1.55085
1% difference | 0.00047 285621 »+| 030862 212404 **

] indicates null hypothesis was rejected at 10%(5%)[1%] of significance.
Hio ADF test serie has unit root; Ho KPSS fest: sere is stationary

5. Empirical Results

A pth-order vector error-correction model (VECM) with an unrestricted constant term for the logs of
consumption and income was fitted using data for each country where we found cointegration. Otherwise, a
vector autoregression model for the first differences of those series was estimated. We selected lag length by
the use of information criteria, coupled with diagnostic test results. Based on VECM estimates we
implemented the multivariate Beveridge and Nelson decomposition as suggested in Proietti (1997). We
compute trend and cycle components of consumption using either equations (18) and (19) or equation (16).

Welfare costs of business cycles (4) for EU-15 and EU countries was computed using equation (11)
considering Beveridge-Nelson decomposition, linear time trend and Hodrick-Prescott trend. As a benchmark,
we also computed the welfare cost of business cycles for the USA using aggregated consumption data from
1950 to 2000.

Results for reasonable preference parameter and discount values (4 = 0.971, ¢ = 2) are presented in Table

4. Standard errors were calculated using Delta Method as discussed above and, as we may observe, they are
negligible if compared toA. Thus, welfare cost estimates are statistically different from zero at 1% of
significance. Results for £#={0.950;0.971;0.985} and ¢={1;5;10;20} are presented in Appendix D.
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Table 4 - Welfare Cost of Business Cycles

M%) for B=0.971 and f=2
Courtry BiTlftd;$ Hodrick-Prescott|  Linear Time:
Eson for Trend Trend
Drecomposition
USA [Franco, Guillen - R an
and lssler {2003)] 0.25 0.04 040
USA 075 0.04 0.10
~T {0.0227) {0.0011) {0.0022)
018 0.02 0.21
- :
EU-12 (1.0041) {0.0007) {0.0052)
233 0.13 D4z
The Netheriands| 5 p7o, i0.0028) (D.0121)
) 2.85 0.0& D.80
ftaly {00878} {0.DD1E) {0.0228)
. 0.45 0.04 D.09
United Kingdom (0.0134) {0.0011) {0.0024)
France 257 0.03 D.8D
- {00787} {00220 0.0254)
— 733 0.03 0.23
; Austna {0.0375) {0.0028) {0.0068}
= o 410 012 49
B -PE {.1171) i0.0025) i0.0428)
L _ 2.82 0.3 128
5 Portugal {0.0831) i0.002%) {[.0365)
5 ] 2.51 0.05 0.35
= Selgiun {11.068E) {0.0015) {0.0082)
¥ . 372 0.18 DET
2 Finland {0.1051) {0.0045) (0.0183)
w 296 0.1& D57
Denmark {0.0918) {0.0048) (0.0162)
e 242 0.12 057
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Mote: Standard emor in pareniesis

On the one hand, for Beveridge-Nelson decomposition welfare costs for most EU countries is much greater
than that for EU-15 as a whole and for the USA. Numbers for UK (0.45%) and Sweden (0.80%) are of the
same order magnitude as for USA (0.75%). However, the result for the EU-15 as a whole is even smaller. On
the other hand, there is a group of countries whose welfare costs are more than 2.5%: Spain (4.10%), Finland
(3.72%), Germany (3.91%), Greece (3.26%), Belgium (2.91%), Italy (2.85%) and Portugal (2.82%).
Comparing with Franco, Guillen and Issler (2003) results for USA for post-WWII period,'? our result is three
times greater.

Using Hodrick-Prescott Filtering we were able to reproduce Lucas (1987) and Franco, Guillen and Issler
(2003) results for USA, i.e. A, =0.04%. Welfare cost for EU-15 as a whole (0.02%) is lower than that for

USA. Results for France (0.03%), UK (0.04%), Belgium (0.05%) and Italy (0.06%) are similar to that of the
USA. For the remaining EU countries, particularly Portugal (0.31%) and Luxembourg (0.27%), A4 is
between 4 and 8 times that of the USA.

2 They use non-durables and services annualy data from 1947-2000.
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Summarily, welfare costs are very different across EU countries and between US and EU countries, and thus
it is a strong evidence that business cycles are not alike in Europe. Differences in institutional settings from
country to country, and consequentely the effects of shocks in the economies, are good explanation for
variations in business cycles. Thus, our result is a contrary evidence of the dynamic-stochastic-general-
equilibrium view.

6. Conclusions

In this paper, we investigate whether business cycles are all alike computing the welfare costs of business
cycles for an important subset of European countries -- European-Union (EU) countries: Austria, Belgium,
Denmark, Finland, France, Germany, Great Britain, Greece, Ireland, Italy, Luxembourg, Portugal, Spain,
Sweden and The Netherlands. As is well known, these countries have a long tradition of integration and trade
dating well before the common-currency Euro area was implemented. Because of this feature, it is a “natural
experiment” to investigate how similar their welfare costs of business cycles are, in the sense that we will be
surprised to find major differences between them.

In computing the welfare costs of business cycles for EU countries we use the techniques in Beveridge and
Nelson (1981) to decompose (the log of) consumption in a trend and a cyclical component. In this case, the
trend will be stochastic and modeled as a random walk. Moreover, to make our results comparable to
previous work, we also modeled the trend as either a deterministic linear process (with and without a break)
or following a slowly evolving secular process captured by the Hodrick and Prescott (1997) filter.

Our results show that the welfare costs of business cycles are very different across EU countries. Using the
Beveridge and Nelson decomposition, and plausible values for the risk aversion coefficient and the discount
rate of future utility, we find that the welfare cost of Spain (4.1% of consumption) is almost ten times that of
the UK (0.45% of consumption) — median of 2.85%. Major differences in welfare costs are also found when
alternative trend-cycle decomposition methods are employed, although they are not as pronounced as the
ones obtained using the Beveridge and Nelson decomposition.

7. Bibliography

Atkeson, A. and Phelan, C., 1995, “Reconsidering the Cost of Business Cycles with Incomplete Markets”,
NBER Macroeconomics Annual, 187-207, with discussions.

Beveridge, S. and Nelson, C.R., 1981, “A New Approach to Decomposition of Economic Time Series into a

299

Permanent and Transitory Components with Particular Attention to Measurement of the ‘Business Cycle’”,
Journal of Monetary Economics, 7, 151-174.

Blanchard, O., and Watson, M., 1986, “Are Business Cycles all Alike?”, NBER Working Paper Series, 1392.

Campbell, J. 1987, “Does Saving Anticipate Declining Labor Income? An Alternative Test of the Permanent
Income Hypothesis,” Econometrica, vol. 55(6), pp. 1249-73.

Campbell, John Y. and Deaton, Angus 1989, “Why is Consumption So Smooth?”, The Review of Economic
Studies 56:357-374.

12



Cochrane, J.H., 1994, “Permanent and Transitory Components of GNP and Stock Prices,” Quarterly Journal
of Economics, 30, 241-265.

Dolmas, J., 1998, “Risk Preferences and theWelfare Cost of Business Cycles”, Review of Economic
Dynamics, 1, 646-676.

Engle, R.F. and Granger C.W.J., 1987, “Cointegration and Error Correction: Representation, Estimation and
Testing”, Econometrica, 55, 251-276.

Hall, R.E., 1978, “Stochastic Implications of the Life Cycle-Permanent Income Hypothesis: Theory and
Evidence,” Journal of Political Economy, 86, 971-987.

Hamilton, J., 1994, Time Series Analysis, Princeton University Press.

Hodrick, R.J. and Prescott, E.C., 1997, “Postwar U.S. Business Cycles: An Empirical Investigation,” Journal
of Money, Credit, and Banking, 29, 116.

Imrohoroglu, Ayse, 1989, “Cost of Business Cycles With Indivisibilities and Liquidity Constraints”, Journal
of Political Economy, 97 (6) , 1364-1383.

Issler, J.V. and Vahid, F., 2001, “Common Cycles and the Importance of Transitory Shocks to
Macroeconomic Aggregates,” Journal of Monetary Economics, 47, 449-475.

Franco, A. R., Guillen, O., and Issler, J.V., 2003, “On the Welfare Costs of Business Cycles in the 20th
Century”, Ensaios Economicos da EPGE, 481.

Johansen, S., 1988, “Statistical Analysis of Cointegration Vectors,” Journal of Economic Dynamics and
Control, 12, pp. 231-254.

Johansen, S., 1991, “Estimation and Hypothesis Testing of Cointegrated Vectors in Gaussian Vector
Autoregressions”, Econometrica, vol. 59-6, pp. 1551-1580.

King, R.G., Plosser, C.I., Stock, J.H. and Watson, M.W., 1991, “Stochastic Trends and Economic
Fluctuations”, American Economics Review, 81, 819-840.

Kuznets S., 1961, Capital in the American Economy: Its formation and financing, Princeton University
Press.

Lucas, R., 1977, “Undestanding Business Cycles,” Carnigie-Rochester Series in Public Policy, vol. 5, eds.
Karl Brunner and Allan Meltzer, pp. 7-29.

Lucas, R., 1987, Models of Business Cycles, Oxford: Blackwell.

Nelson, C.R. and Plosser, C., 1982, “Trends and Random Walks in Macroeconomics Time Series,” Journal
of Monetary Economics, 10, 1045-1066.

Obstfeld, M., 1994, “Evaluating Risky Consumption Paths: The Role of Intertemporal Substitutability,”
European Economic Review, 38, 1471-1486.

Otrok, C., 2001, “On Measuring the Welfare Cost of Business Cycles,” Journal of Monetary Economics, 47,
61-92.

Pemberton, J., 1996, “Growth Trends,Cyclical Fluctuations,and Welfare with Non-Expected Utility
Preferences,” Economic Letters, 50, 387-392.

Proietti, T., 1997, “Short-run Dynamics in Cointegrated Systems”, Oxford Bulletin of Economics and
Statistics, 59 (3), 405-422.

Stock, J.H. and Watson, M.W., 1988, “Testing for Common Trends,” Journal of the American Statistical
Association, 83, 1097-1107.

13



Tallarini Jr., T.D., 2000, “Risk-sensitive Real Business Cycles”, Journal of Monetary Economics, 45, 507-
532.

Vahid, F. and Engle, R.F., 1993, “Common Trends and common Cycles”, Journal of Applied Econometrics,
8, 341-360.

Watson, M.W., 1986, “Univariate Detrending Methods with Stochastic Trends”, Journal of Monetary
Economics, 18, 49-75.

Van Wincoop, E., 1994, “Welfare Gains From International Risksharing”, Journal of Monetary Economics,
34, 175-200.

Appendix

Appendix A - Convergence of A(¢, B) for ¢ —1

- e

1- B0 +a,)"™ exp{— 5

1-B1+a,)™

Let A<¢)Eexp{w} and B (4. ) = then A(¢,8) = A ($).B(4,8)~1.

Rewriting

1 }le(¢,ﬂ)~322(¢aﬁ)

B(¢,f3) = {[1 +B,(4, B)|5wn

B+« )1”’(1 - exp{— =9, ¢2)¢Gll D

1-p(1+a)™

Bl+a)™ B
Y e i 1—¢

where Bl(¢aﬂ): P BZ](¢’ﬂ):
lim B __F - : . it _0on
Thus ;E} 21 (¢a ﬂ) - . Applying L’Hospital’s Rule in B 2 (¢) we have ;Ell B 22 (¢) = 7 .

1-p
po
20-5)"

Since that 1;2} B 1 (¢ > ﬁ )=0 , applying the definition of e number (base of the natural logarithm) we have,

So, it’s possible to resume 1;311 B,(¢,8)=

. _ po
lim B (¢, ) = eXp[z(1 ~ ﬂ)} and

lim A(, B) = expB(lﬂ "; +26,, + 5y ﬂ -1
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Appendix B - Deriving Trend and Cycle Formulae from Space-state Form

A t = Zf[
Space-state form: ,
f} ::ZY>—14_2Zé%
Trend-cycle representation from Beveridge and Nelson (1981): Yy, =1, tVy,

k k
where 7; =V, +PB}@ZEz[Ayz+i] and ¥ =_,1i_r>l;lozEt[Ayt+i]
i=0 i=0

Solving the space-state form recursively we get,

i
Ay, =ZT'f, +ZZT lijZ:gtwL]
j=1
Applying E, on both sides and summing up from i =1 to o we have,

Zw:EtAyH-i :Z(Zw:Tiyt :Z(iTijlft :Z[[m _T]_let

where m=2p + 1.

The cyclical and trend components will be, respectively,
v, =-Z|1, -T|'T,
T, =Y, "V,

It is straightforward to see that A7, = Z [ s T Z's, ,ie., T, is a multivariate random-walk.

Appendix C - Computing Conditional Covariances
From Proposition 2 in Proietti (1997),
W, =y —PYTA)+ ya') T (L AV o + Py,
Tin (1 ~P)T () +ya) ' T(L)y, ., ,or
7=y =P)TW)+ya") s,
where, P =) +ya)"y [0‘ ‘T +ya)y ]0" and I(L)=I-I1L, which is decomposed
C(L)=T,(1)+(1—=L)" (L), where T (L) =T, in the present context.

So, we have, Cr+s = Ly +(] —P)(F(l)-l— ]/0!) Zgrw which implies that Hs‘t =k ( z+s) =717,
i=l

Denoting K =y —P)T'(1) + 7/05')71 , and (7105 — f;ﬂ\; ) :Kzgm we have,

i=1

E[(Tm—m,xrm— ‘ﬂ KZQ K'=s5KOK'

where £ [ &y ,+,] Q; =0 . On the other hand, we can write,

as
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l//t+s :_Kr*(L)Ayt+s +Pyt+s
but, Aytﬂ = ZUt + &, 41, which implies that Ayt+s :Zsz+s—1 T & s . However, ¥V, =V, +ZTft T &,

s s s—1
which implies that Y r+s =V +Z(Zle/t +Z(1N +Z{ZT ’ }Z 'J«‘?Hi + &
i=1 j=i

i=1

Hence, ¥, =E,(v,.,)=—KU"(DZIf,,,, + Py, +PZ (ZT i ]/t,which implies that

i=1
Vs _l/}zﬂ‘t = [P _KF*(I):IgtJrs +Z(1N + Z{iT / }Z ’]gtﬂ' .
i=1 j=1
Denoting V' = [P —KF*(I)] and W ()= [IN +Z{Z:T g }Z '] we have,
=l
] s—1
E Ve = o -0 ) |0V '+P(ZW (oW (z‘)']P'
=

! s—1
and E, [(rm S } =KQV '+K [ZQW (i)']P'
i=1
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Appendix D - Tables
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