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Abstract:
The present study uses linear and non-linear diffusion index models to produce one-step-
ahead forecast of quarterly Brazilian GDP growth rate. Diffusion index models are like
dynamic factors models. The non-linear diffusion index models used in this work are not
only parsimonious ones, but also they try to capture economic cycles using for this goal a
Threshold diffusion index model and a Markov-Switching diffusion index model.
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Resumo:
Este trabalho usa modelos lineares e não lineares de índices de difusão para prever, em um
período à frente, a taxa de crescimento trimestral do PIB brasileiro. Os modelos de índice
de difusão assemelham-se aos modelos de fatores dinâmicos. Além de parcimoniosos,
os modelos utilizados neste trabalho se propõem a capitar as fases de recessão e expansão
econômica, através de modelos não lineares do tipo Threshold Effect e Markov-Switching.
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1. INTRODUCTION

Forecasting, from the point of view of econometrics, is the process to select and estimate a model in order
to make statements about the future. The period in the future to be forecast can vary from short to long
time. When short period is the target, one can consider technology constant and to predict some values is
the main objective. In the long term change in technology must be forecast and its effects on the model
should be considered (GRANGER, 1980).

Recent lessons in economic forecasting practice have shown that lack of parsimony is an important
cause of forecast failure. This should be expected because the more coefficients there are in a model, more
uncertainty about the estimated parameters is introduced and this can reflect negatively on the model’s
forecast accuracy. Not only does this mean that some variables, which could give important information
about the series to be predicted, would likely be out of the model, but also that lags of the included variables
would be restricted.

Factor models for time series have been used to allow the construction of large number of cross-
sections in macro forecasting models. The main idea is that all the information included in a large
number of variables could be captured by a few numbers of common factors among them. At least
two distinct strands of literature have been using this method. One of these branches is represented by
the dynamic factor models (SARGENT AND SIMS 1977;GEWEKE AND SINGLETON 1981; ENGLE
AND WATSON 1981; STOCK AND WATSON 1989,1991; QUAH AND SARGENT 1993; KIM AND
NELSON 1998). The main characteristic of these studies is the effort to estimate the unobservable
common factors among some macroeconomic variables, relying on the use of Maximum likelihood
estimation(MLE), Kalman filter or both.

The other factor model approach is represented by diffusion index models (CONNOR AND
KORAJCZYK 1993; GEWEKE AND ZHOU 1996; FORNI AND REICHLIN 1996, 1998; STOCK AND
WATSON 1998, 2002), which uses principal components to estimate these common factors. This method
allows a larger information set than MLE, and it seems to be more appropriate to compute factor estimates
when the sample period is short, but there are a moderate number of related variables into the information
set.

Besides the lack of parsimony, there are many other causes of forecast failure. A major one occurs
when structural breaks exist in the series to be forecast. In this case non-linear models could be tried to
improve on predictions made by linear models.

There are three major classes of non-linear models - Markov Switching (MS), Threshold
autoregressive (TAR) and Smooth Transition (STAR) models. These models have been used in
macroeconometrics to characterize features of the business cycles such as expansions and recessions.

The main objective of this work is to forecast the Brazilian GDP growth rate. Some authors have been
studying different models to forecast the variable in question. MOREIRA, FIORÊNCIO AND LOPES
(1996) used a VAR, VEC, BVAR and BVEC. MOREIRA AND AMENDOLA (1998) used a Bayesian
vector autoregressive model of lead variables and a dynamic Bayesian model that extracts trend, seasonal
and cyclical patterns for the same purpose. Furthermore, CHAUVET, LIMA AND VASQUEZ (2002)
show that using non-linear models to forecast Brazilian GDP growth rate improve on linear models.

In this study the diffusion index (DI) model and a threshold diffusion index model (TARDI) was
used to forecast Brazilian GDP growth rate and these predictions were compared to linear AR forecasts.
DI forecasts were made using two kinds of data sets. In the first one, factors were estimated using current
values of 72 predictors. The second data set was constructed allowing for lags1 of these predictors.

1 Sets with one up to three lags were applied.

2



Quarterly data were used from 1975.Q1 to 2003.Q3. One step ahead forecasts were produced in a simulated
real time design.

After the best linear DI model is chosen, a Time-Varying-Parameter DI model was tried. Moreover,
the linear DI model was tested for the existence of a threshold effect in short and long differences of the
endogenous variable and estimated following the method presented in HANSEN (1997). Another non-
linear model used int his work was a Markov switching DI model.

Once all the models are estimated and used to forecast, a linear combination made up of these
individual predictions is found in an attempt to improve forecast performance. Also, part of the sample is
reserved to simulate ex-ante forecast.

There are at least two contributions provided by this work that are important to stress. First, it applies
the DI method to forecast an important Brazilian macroeconomic variable, and this has not been done up
to now in Brazil. Second, and the most important one, was the use of a Threshold and a Markov Regime
Shift specification of a DI model and their predictive power was analyzed from an empirical point of view.

Besides this introduction this study has four more sections. The first section explains the data used in
this work. The second one, as usual, contains a review of the most important theoretical background of the
work. Subjects such as latent variables and factor models, the estimation process and forecast environment
used in this study are presented. The third one contains the main results of the forecasting experiment.
The conclusions and main remarks are presented in the last section.

2. THE DATA

The quarterly sample data used in this study cover major Brazilian macroeconomic series available from
1975.Q1 to 2003.Q3. In this study the time series to be forecast is the growth of Brazilian GDP2 . There
are two periods for forecast horizon. Traditional out-of-sample predictions are produced for 2002:1 to
2003:3. The 2003:4 up to 2004:3 available data were used to simulate ex-ante forecast.

The explanatory variables (xt), which served to compute the diffusion index used in this work,
are composed of a total of 72 national and international macroeconomic variables, selected3 to represent
categories such as real output, income and earnings; production capacity constraints; employment; real
retail; credit constraints; interest rates; price index; investment; exchange rate; money aggregates; balance
of payment results; international trade; economic indicators of industrialized countries and miscellaneous.
These macroeconomic categories are in tune with STOCK AND WATSON (1998), but they are not the
same. First, USA economy has a larger data bank with some categories that are not available for the
Brazilian data bank. Second, Brazilian economy is very dependent on its external sector and international
economic indicators. Balance of payments and international reserves have influenced Brazilian economic
growth and economic policies, such as huge exchange rates devaluations. Thus, this study included some
international macroeconomic variables to capture these external effects on the Brazilian economy. The list
of these variables is presented in table A.1 in appendix I.

The estimation and asymptotic results presented in STOCK AND WATSON (1998) assume that all
the series in the data matrix are stationary. Thus, these 72 series have been analyzed for unit-roots and
seasonal patterns, with some usual tools such as plots and correlograms of the series, and ADF tests for
unit root processes. All the nonnegative series were expressed in logs, except for the percentage scaled
ones. Nominal variables in R$ (Brazilian currency) were deflated. Seasonal adjustments were made based

2 yt = Ln(gdpt/gdpt−1)
3 These selected variables were chosen to represent main macroeconomic categories with the same length and number of observations of quarterly Brazilian

GDP data.
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on the Census X-11 procedure4. Moreover, first and second differences were taken to achieve stationarity
when needed. Another common practice in empirical studies is to screen the data for outliers. The aim of
this study has not been to do so. The plot of data shows that there are some outliers at the end of out-of-
sample forecast period, and this study aims to see if the type of models used here, specially the non-linear
ones, are capable of forecasting them. There are also some outliers far from the beginning of out-of-
sample-forecast period, and that do not seem to harm forecast quality of almost all the models presented in
this work. The only exception where an intervention analysis made some significant difference was in the
case of Markov-switching models. In this type of model it is expected that outliers can be harmful to the
estimates related to transitional probabilities. After these transformations the sample started at 1976.Q1.
These variables and their transformations are presented in Table A.1 in appendix I.

3. THEORETICAL ASPECTS

3.1 DIFFUSION INDEX MODEL

A consensual point among economic models is that a good model of business cycles must reproduce
some stylized facts. BURNS AND MITCHELL (1946) present a statistical description of the cycle
phenomenom. They argue that during an economic cycle there is a comovement between macroeconomic
aggregate variables. Economists agree that a good business cycle model must reproduce this comovement
among output, trade, exchange rate, employment, inflation, money aggregates and interest rate. But there
is no agreement on what set of explanatory variables should be used to explain or forecast economic cycles.

The models used in this work to forecast Brazilian GDP growth rate are constructed considering
comovement, economic phases and the possibility of the existence of structural breaks. The Diffusion
Index (DI) model and its application to forecast output, following STOCK AND WATSON (1998, 2002) is
used to elaborate parsimonious models that capture the mentioned comovement. Besides the comovement,
the economy would be subject to nonlinearities which cause multiequilibria which can be summarized in
economic cycles. Threshold autoregressive models proposed by TONG (1983) is a possibility to model
these nonlinearities. Another way to do this is following the ideas presented by HAMILTON (1989). The
Markov regime shifting model proposed by Hamilton is a latent variable model that captures economic
cycles.

Therefore, once the best linear DI model is selected for forecasting purposes, nonlinearities are
considered through a Time Varying DI model (TVPDI); a Threshold Autoregressive DI Model (TARDI)
and a Markov Shifting DI model (MSDI). Combining forecast techniques are also applied. A description
of these models is presented in the next subsections.

According to BARTHOLOMEW AND KNOTT (1999), factor models, thus DI models, are models
with latent variables. This means that some variables are unobservable. Let f represent r of those variables
and x to be k observable or manifest ones, with r < k. The commom factor analysis model expresses
the data matrix X(T×k) as a linear combination of unknown linearly independent vectors, usually called
common factors, plus a unique factor. Following the ideas presented by STOCK AND WATSON (1998),
a linear diffusion index (DI) model to produce one step ahead forecasts can be represented as:

yt+1 = c+ αyt + β0Ft + ²t+1 (1)

4 This procedure can be explained as follow: a) let yt be the series to be adjusted. A centered moving average of yt is computed and stored as xt; b) compute
dt = yt−xt; c) the seasonal index iq for quarter q is the average of dt using data only of the q quarter; d) compute sj = ij − i, where i is the index average;
e) the seasonally adjusted series is obtained by taking the difference yt − sj .
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xt = ΛFt + et (2)

Where, xt=[x1t, ..., xkt]0 is a (k× 1) vector, Λ is a (k× r)matrix of factor loadings, Ft = [f1, ..., fr]0

is a (r × 1) vector, et = [e1t, ..., ekt]
0 is a (k × 1) vector of errors component, yt+1 is the variable to be

forecast, α = (α0, ...,αq)0, Ft = (f 0t , ..., f
0
t−q)

0 is a (r × 1) vector with r ≤ (q + 1)r̄, Λi = (λi0, ...,λiq)
and β = (β0, ..., βq)

0.
If the usual infinite lag assumption were applied, then this static representation of a dynamic factor

model would have infinitely many factors. Furthermore, the main advantage of the last representation is
to allow the estimation of factors by principal component. STOCK AND WATSON (1998) shows that
factors estimated by principal components are consistent as the number of variables goes to infinity, even
for a fixed time period of observations for the series, and this is a good characteristic for empirical work
when there is a reasonable number of variables, but just a few observations of them.

3.2 TIME VARYING PARAMETER DIFFUSION INDEX MODEL

The problems generated by the existence of structural breaks and the shifts in the parameters of a model
can be avoided if one allows these parameters to vary. The Time-Varying-Parameter (TVP) model is a
special case of the general state-space model. This model can be represented as follows.

yt+1 = β1t + β2tFt + ²t+1 (3)
Where,

βit = δi + φiβit−1 + vit , i = 1, 2 (4)

²t ∼ iid N(0, R) (5)

vit ∼ iid N(0, Q) (6)

E(²tvis) = 0 for all t and s (7)

This model can be written in the state-space (SS) representation and estimated using the Kalman
filter and MLE. The SS representation is made up of a measurement equation, which describes the relation
between data and unobserved state variables, and a transition equation used to specify the dynamics of the
state variables.

In the Time-Varying-Parameter of the linear diffusion index model (TVPDI) proposed here, the
measurement and transition equations are respectively expressed as:

yt+1 = Htβt + ²t+1, and (8)

βt = µ+Atβt−1 + vt (9)

Where Ht = [1 F̂t], βt = [ β1t β2t]0, µ = δi(1 − φi), At =

·
φ1 0
0 φ2

¸
, and vt = [v1t v2t]0. Once

the models is in the state-space form, an interactive procedure using Kalman filter and MLE is available
to produce estimates of the parameters and inference can be made about the unobserved state vector βt.
This estimation procedure will be described later in its own subsection.
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3.3 THRESHOLD DIFFUSION INDEX MODEL

Switching-regime models, such as the threshold autoregressive (TAR) model, have been used in empirical
macroeconomic studies to capture expansions and recessions phases of the business cycle or any other
situation that requires a split in the sample induced by different regimes. TAR models were first proposed
by TONG (1978) and further developed by LIM AND TONG (1980) and TONG (1983). HANSEN (1996a,
1996b,1997 and 2000) shows how to estimate and to make inference in a TAR model. A two regime
threshold autoregressive diffusion index model (TARDI) can be expressed as:

yt+1 = (c1 + α10yt + β10Ft)I(gt−1 ≤ γ)+ (10)

+(c2 + α20yt + β20Ft)I(gt−1 > γ) + ²t+1

xt = ΛFt + et (11)

Where αj = (αj1, ...,α
j
q)
0, βj = (βj1, ...,β

j
q)
0 for j = 1, 2, gt−1 is a known function of the data and

I(.) is the indicator function. Let zt = (1 yt Ft)0, πj = (cj αj βj), zt(γ) = ( ztI(gt−1 ≤ γ) ztI(gt−1 > γ))0

and θ = ( π1 π2)0gt−1. Then eq(10) may be written as:

yt+1 = zt(γ)
0θ + ²t+1 (12)

3.4 MARKOV-SWITCHING DIFFUSION INDEX MODELS

Another way to model either regime shifts or economic phases is to use models of the type proposed by
HAMILTON (1989, 1993), where the parameters of the model are allowed to change according to the
economic regime, and this regime is treated as an unobservable variable modeled as a first order Markov-
switching process. The next few equations will describe the Markov-switching diffusion index model
(MSDI) used in this study.

yt+1 = cSt + β0StFt + ²t+1 (13)

xt = ΛFt + et (14)

²t ∼ iid N(0,σ2St) (15)

cSt = c0(1− St) + c1St (16)

St = 0 or 1 (17)

P [St = 1|St−1 = 1] = p and P [St = 0|St−1 = 0] = q (18)

As one can see this model allows the coefficients of the model to change according to the
unobservable economic phase. In this set up there are two possible regimes representing respectively
economic recession and expansion. The model set in the equations above, also tries to capture the
comovement between macroeconomic variables and the business cycle pattern, as in the TARDI model.
But unlike TARDI model, the MSDI model does not use any kind of variable to capture the cycle and to
split up the sample.
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3.5 ESTIMATION, TESTING, FORECASTING AND COMBINING FORECASTS

3.5.1 Estimation procedure of DI Model

The estimation5 procedure for the linear diffusion index model represented by (1) and (2) is composed of
two steps. First, the exact number of factor is unknown. Thus, under the hypothesis of the existence of n
(n < k) common factors, the observed data xt are used to estimate these factors. The static formulation
of a dynamic factor model presented in (1) and (2) allows the use of principal components technique to
estimate the unobservable common factors. Since principal components are very sensitive to data scaling,
standardized values of xt were used. The factors estimates F̂t are the eigenvectors associated with the n

largest eigenvalues of the standardized (T ×T )matrix k−1
kP
i=1

xixi
0, where xi = (xi1, ..., xiT ) is a (T × 1)

vector. FERREIRA (2005) shows further details of the estimation procedure by principal components.
In the second step, yt+1 is regressed onto a constant, F̂t and yt to obtain estimates of ĉ, α̂ and β̂. This

two step estimation method was adopted in STOCK AND WATSON (1998, 2002)6.
Three types of panel sets were tried. The first panel set was made up of the current values of the

72 macroeconomic variables described earlier in section 2. The second and the third sets allowed for one
and two lags, respectively, of these series. Thus, in the second stacked panel the numbers of columns of
xt were 144, and in the third this number jumped to 216 series.

3.5.2 Estimation procedure of TVPDI Model

As stated before, the state space representation of TVPDI model in equations (8) and (9) can be estimated
by an interactive MLE and Kalman filter estimation. The basic Kalman filter is composed of two
procedures - prediction and updating. In the prediction step, an optimal prediction of yt is made up of
all available information up to time t-1 (ψt−1). To do this, first a expectation about βt conditional on ψt−1
must be established.

Afterwards, when yt is observed, the prediction error is computed and used to make a better inference
of βt. This is the aim of the updating step. In the next period this new expectation about βt is used in the
prediction step, and this is repeated until the end of the sample.

Let ψ denote the information set as before and consider the following definitions: yt|t−1 =
E[yt|ψt−1]; ηt|t−1 = yt − yt|t−1 and Ut|t−1 = E[η2t |ψt−1].

Given initial values for the parameters of the model, for β0|0 and P0|0, the Kalman filter produces
the prediction error ηt|t−1 and its variance Ut|t−1. Remembering that ²t and vt are both assumed to be
Gaussian, the conditional distribution of yt on ψt−1 is also Gaussian.

yt|ψt−1 ∼ N(yt|t−1, Ut|t−1) (19)

Thus, the likelihood function can be expressed as

lnL = −1
2

TX
t=1

ln(2πUt|t−1)− 12
TX
t=1

η0t|t−1U
−1
t|t−1ηt|t−1 (20)

Estimates of the unknown parameters in the prediction and updating equations are obtained when
the likelihood function is maximized with respect to them. A nonlinear numerical optimization procedure
5 A Gauss program was use to estimate the DI model, and to produce forecasts.
6 Stock and Watson (1998) show that the estimated factors are uniformly consistent, and that these estimates are consistent even when there is a time variation

in Λ. Moreover, they also have shown that if r is unknown and even ifm ≥ r the efficient forecast MSE can be achieved.
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is used for this purpose. At each search step these prediction and updating equations from the Kalman
filter are computed and the likelihood function is evaluated, until convergence is reached7.

3.5.3 Estimation procedure of TARDI Model

The estimation8 of the TARDI model will follow the ideas presented in HANSEN (1997). Two kinds
of functions will be used as gt−1, the traditional short lag approach (Ln(gdpt−1/gdpt−2))t−d, and the
long difference Ln(gdpt−1/gdpt−d) where d is a positive integer called delay lag. Since in this case the
regression equation is both nonlinear and discontinuous, the estimates of the parameters θ and γ will be
obtained by sequential conditional least squares. Let γ = gt−1 and Γ = [γ, γ], the LS estimate of γ can be
found by a direct search of values of Γ that minimizes the residuals of the regression of yt onto zt(γ). In
other words,

bγ =argmin
γ∈Γ

1

n

³
yt − zt(γ)0θ̂(γ)

´0 ³
yt − zt(γ)0θ̂(γ)

´
(21)

Where,

θ̂(γ) =

Ã
nX
t=1

zt(γ)zt(γ)
0
!−1Ã nX

t=1

zt(γ)yt

!
(22)

After obtaining γ̂ the Least Squares estimates of θ is computed as θ̂ = θ̂(γ̂).

3.5.4 Testing for Threshold

HANSEN (1996,1997,2000) shows how one can test the null hypothesis H0 : π1 = π2; i.e., to test the
null hypothesis of linearity against the alternative of a TAR model. Neglected heteroskedasticity in this
case may cause spurious rejection ofH0.A heteroskedasticity-consistent Wald test suggested by HANSEN
(1996) is presented below.

Wn =sup
γ∈Γ

Wn(γ) (23)

Where,

Wn(γ) = (Rθ̂(γ̂))
0[R(Mn(γ)

−1Vn(γ)Mn(γ)
−1)R0]−1(Rθ̂(γ̂)) (24)

In eq(24), R = [I −I];Mn(γ) =
Pn

t=1 zt(γ)zt(γ)
0; Vn(γ) =

Pn
t=1 zt(γ)zt(γ)

0ê2 and
ê2t = (yt−zt(γ)0θ̂(γ))2. As one can see, theWn(γ) statistic does not follow an asymptotic χ2 distribution,
thus the distribution of Wn is nonstandard. HANSEN (1996) derives the asymptotic distribution and a
p-value transformation of the test statistic presented in eq(23). The asymptotic p-value approximation is
obtained by simulation (bootstrap). The bootstrap suggested by Hansen is in fact a four step procedure, as
follows:

i) Let u∗t (t = 1, ..., n) be i.i.d. N(0, 1) random draws;
ii) Set y∗t = u

∗
t ê;

iii) ObtainW ∗
n(γ), and thus W ∗

n , and
iv)The asymptotic p-value is computed counting the percentage of bootstrap samples in which

W ∗
n > Wn.

7 It was used the E-views 3.1 program to estimate this model, and the Marquardt algorithm was used in the numerical optimization.
8 An adaptation of Hansen’s Gauss program was used to estimate, to forecast and to test for the threshold effect.
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3.5.5 Estimation procedure of MSDI Model

The estimation9 procedure for the Markov-switching diffusion index model is centered on the evaluation
of a weighted likelihood function. The weights in this case are the filtered probabilities of each regime.
The density function of yt conditional on the past information set (ψt−1) is given by:

f(yt|ψt−1) =
1X

St=0

f(yt, St|ψt−1) (25)

=
1X

St=0

f(yt|St,ψt−1)f(St|ψt−1)

=
1√
2πσ0

exp

"
−(yt − c0 − β0F̂t)

2

2σ20

#
P [St = 0|ψt−1]+

+
1√
2πσ1

exp

"
−(yt − c1 − β1F̂t)

2

2σ21

#
P [St = 1|ψt−1]

Thus, the likelihood function can be written as

lnL =
TX
t=1

ln[
1X

St=0

f(yt|St,ψt−1)P [St|ψt−1]] (26)

Before the evaluation of the likelihood function, the weighting factors P [St = j|ψt−1] for j = 0, 1
must be calculated. This is accomplished following the procedure presented by HAMILTON (1989). To
start the described filter, the steady-state probabilities can be used as P [S0 = j|ψ0]. A detailed derivation
of these steady-state probabilities is found in HAMILTON (1994).

After P [St = j|ψt−1] is calculated, the log likelihood function is maximized with respect to
c0, c1,β0, β1, σ

2
0, σ

2
1, p and q. To do this, a similar procedure as the one described in the last paragraph

of the estimation procedure of TVPDI model is used. Once p and q are estimated the expected duration of
a regime may be computed. Defining D as the duration of state 110, for example, it follows that,

E(D) =
∞X
j=1

jP [D = j] =
1

1− p (27)

3.5.6 Forecasting

The forecasting environment used in this work is based on a common practice nowadays - simulated real-
time design forecasts. The simulated real-time forecasting environment has also influenced the estimation
procedure. Predictions were made in a recursive fashion, except for TVPDI model. For the DI model after
each forecast, the sample was updated and the model was re-estimated, BIC was again computed, and
another round of forecasts was produced. Thus, as the forecast period begins at 2002.Q1 the models were
estimated from 1975.Q4 up to 2001.Q4 and the first period forecast was computed. Then, actual values
at 2002.Q1 of these variables were included in the estimation sample, and the model and BIC for the DI

9 A Gauss program was use to estimate this model. It was used the optimum command and the Broyden-Fletcher-Goldfarb-Shanno was used as algorithm
in the nonlinear optimization.
10 The duration of state 0 is obtained changing p by q.
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model were re-estimated from 1975.Q4 up to 2002.Q1 and a forecast to y2002:Q2 was generated. This step
was repeated until the forecast of y2003:Q3 was produced. Another difference is about the sample length of
TARDI model which was composed by the quarters between 1976.Q2 to 2001.Q4.

The general equation used for DI models, to make one step ahead forecasts, is:

ŷT+1|T = ĉh +
q1X
i=1

α̂iyT−i+1 +
q2X
j=1

β̂jF̂T−j+1 (28)

Where, yt+1h ln(yt+1yt ) and yth ln( yt
yt−1

). Variations of (28) were used to forecast. As in STOCK AND
WATSON (2002), the DI model uses only the current factor to forecast. DI-AR model is the DI model
plus lags of the dependent variable [1 ≤ q1 ≤ 3]. Another DI forecasts based on these two variations
were tried. The DI-Lag allowed lags on the factors [1 ≤ q2 ≤ 3] and DI-AR-Lag models which used
current and lagged factors and lags of the dependent variable. Moreover, results of these models, where
the number of factors and lags were chosen by Bayesian Information Criterion(BIC), are presented as
DI-BIC, DIAR-BIC, DILAG-BIC and DIARLAG-BIC, respectively.

The number of factors in a model depends if the model has lagged factors or not. DILAG and
DIARLAG models used up to three factors, while DI and DIAR models used up to five factors.

The autoregressive models (AR) were used as a benchmark for DI models’ performance, and they
were estimated making all β̂ = 0 in (28) and allowing for lags [1 ≤ q1 ≤ 3] to be set by BIC. In the case
of the time varying parameter diffusion index (TVPDI) model, an equation similar to eq(28) was also used
to compute the one step ahead forecast.

The one step ahead forecast equation of the TARDI model is

ŷT+1|T =

ĉ1 + q1X
i=1

α̂1i yT−i+1 +
q2X
j=1

β̂
1

j F̂T−j+1

 I(gt−1 6 γ̂)+

+

ĉ2 + q1X
i=1

α̂2i yT−i+1 +
q2X
j=1

β̂
2

j F̂T−j+1

 I(gt−1 > γ̂) + ²t+1 (29)

The variables tried in the function gt−1 were the short and long differences of log of GDP . The delay
lag interval search was d = [1, ..., 4].

The one step ahead equation of Markov-switching diffusion index (MSDI) model is,

ŷT+1|T = E(yT+1|T ) =
Z
yT+1f(yT+1|ψT )dyT+1 (30)

=
1X
j=0

P [ST+1 = j|ψT ]E(yT+1|ST+1 = j,ψT )

Where,

E(yT+1|ST+1 = j,ψT ) = cj + βjF̂t (31)

P [ST+1 = j|ψT ] =
1X
i=0

P [ST+1 = j|ST = i]P [ST = i|ψT ] (32)

In the next section the practical problems and results of the estimation and forecasting procedures will
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be presented. A comparison of forecast efficiency for all the models is also calculated. This comparison is
made up of ratios of Mean Square Forecast Error (MSFE) and plots of realized values against the predicted
ones.

3.5.7 Combining Forecasts

Since BATES AND GRANGER (1969) the practice of pooling forecasts11 has shown consistent evidence
in the sense that combined prediction may produce a smaller mean squared forecast error than individual
forecasts of the same event.

This fact is not difficult to understand. First, if each of the individual forecasts provides only partial
and non-overlapping information about some future event, it is natural to expect that its combination will
present a larger information set. Moreover, NEWBOLD AND GRANGER (1974) also shows that pooling
is a good practice when its components are differentially biased information sets. For example, combining
an upward and a downward biased forecast is expected to outperform both isolated results.

With these ideas in mind, this work will use the following combining process. Let Ift = [if 1t ...if
n
t ]

be the vector of n individual forecast made at time t, andWt = [w
1
t ...w

n
t ]
0 to be the vector of weights used

in the pooling process. Then the type of combination used in this work can be described as:

Ct = Ift.Wt (33)
Five different processes will be used to calculate Wt, and then Ift.Wt:
a) Average - Ct will be the arithmetic average of Ift;
b) Median - Ct will be the median of Ift;
c) Regression 1 - Ct = α+ w1t if

1
t + ...+ w

n
t if

n
t + et

d) Regression 2 - Ct = w1t if
1
t + ...+ w

n
t if

n
t + et, subject to

P
iw

i
t = 1; and

e) Variance of forecast error -
h P

t(ef
i
t )
2P

i(
P
t(ef

i
t )
2)

i−1
, where ef it is the forecast error of the individual

forecast i at time period t.
The method (d) is called the constrained regression form12. In this case, if all individual forecasts

are unbiased, the combination will be too. GRANGER AND RAMANATHAN (1984) show that the
unconstrained form (c) is expected not only to produce smaller errors than (d), but also to give unbiased
combined forecast even if the component forecasts are biased. The inverse of the variance proportion of
the forecast error technique follows BATES AND GRANGER (1969).

4. EMPIRICAL RESULTS

The efficiency measure of the different prediction mechanisms used in this study was the ratio13 of the
Mean Square Forecast Error (MSFE) of AR(1)14 to the others DI models. All the tables in the next
subsections are presented in APPENDIX II, while figures are in APPENDIX III.

4.1 Diffusion Index Results

Table 1 shows the forecast results of all linear DI models. The DI one step ahead forecasts for the growth
of GDP were better than the ones from AR(1) model, except for DI-AR and for the DI-AR-Lag forecasts.

11 Usually an (weighted) average of individual forecast
12 Both (c) and (d) are estimated by OLS.
13 This efficiency measure is very used on empirical work of this nature. For example it was also used by STOCK AND WATSON (1998) and by BRISSON
AND CAMPBELL (2003).
14 The AR(1) was chosen because it generated the best forecasts among AR(p) models, for p = 1,2,3.
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One can see that the simplest DI model, with just one factor, could improve almost 35% on AR(1) forecasts.
Moreover, the model selection by BIC in the case of pure DI models without the autoregressive part, has
the same forecast efficiency as the unique fixed factor DI model. Also, allowing for factor lags does not
improve on the fixed DI model.

After that, two stacked panels were used to estimate the factors loadings. They included one and
two lags of all the series contained in the unstacked model, respectively. The results of stacked data were
not better than the results of the unstacked panel. Indeed, some of the models did worse with stacked
data. A next step was to verify if a binary panel data would predict better. Thus, the positive values of the
unstacked panel were set equal to one, and the negative values were set equal to zero. The results of this
procedure were very similar to the original unstacked panel.

The result that only a small set of factors could be used to forecast is in tune with other recent similar
studies, for example STOCK AND WATSON (1998) and BRISSON AND CAMPBELL (2003). Indeed,
the forecasts generated by DI models with one, two or three factors are so similar that their plots are
indistinguishable; i.e., the plots become a thick line.

Based on that, all the analyses from now on will be concentrated on the fixed DI model with only
one factor, because it is more parsimonious and it was chosen by BIC criterion. All the slopes parameters
of this model are significant at the 5% level.

Figure A1 shows that not only does the DI model forecast values closer to the actual values, but also
that it predicts changes of direction more accurately than the AR model. If the large shift at 2003.Q1 due
to presidential election and the market’s negative expectations about the upcoming economic policy, were
included in the model, these forecasts probably would have had a better performance.

4.2 Time Varying Parameter Diffusion Index Results

Some variations of this model were tried over the state equation. These variations included lag length
and stationary and nonstationary autoregressive coefficients. The best forecast model was the one with
the same structure as equations (3) and (4). The parameters of the model were not significant and the
predictions were better than in the Autoregressive model, but worse than in the linear DI model. Its
MSE ratio compared to the AR(1) model was 0.81, meaning that this model improved on AR(1) model
something around 19% in terms of predictive accuracy. But, as discussed before, DI model improved
almost 35% on AR(1) model. This model predicted signs very well as table 6 shows. Figure A2 plots
actual values, TVPDI and AR forecasts.

STOCK AND WATSON (1994) shows that TVP models hardly improve on recursive least squares
when the goal is to produce one step ahead forecasts. In this study the same result occurs with DI models.
Only TVPDI forecasts were not generated recursively and they were the worst among DI models.

4.3 Threshold Autoregressive Diffusion Index Results

In dealing with TAR models, it is usual to test for the existence of different regimes before forecasting.
Thus, the selected linear DI model specification to forecast the growth of Brazilian GDP has been tested
against the alternative of a two regime TAR model. It was used for this purpose an adaptation of the
GAUSS code presented by HANSEN (1997). As stated before, short and long differences of GDP were
tried as the threshold effect variable. The integer delay lag was allowed to vary into the set d = [1, ..., 4].

Table 2 presents a summary of the testing results. The p− values suggest that there is a significant
threshold effect at less than a 5% significance level when the long difference Ln(gdpt−1/gdpt−3) is
considered.
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Table 3A and 3B present a summary of the estimation procedure15.From these tables it is possible to
verify that the estimated values of the parameters were almost constant. This pattern changes substantially
in 2003.Q1, when the growth of Brazilian GDP suffered a huge dive.

The residuals of the TARDI model were free of heteroskedasticity. The tests to check for remaining
non-linearity was not able to reject the hypothesis of linearity. Thus a two regime TAR model is sufficient
to capture the non-linear pattern in the time series under observation.

A good fit in the sample does not mean a good out-of-sample forecast, but it is worth to mentioning
the superior fit of the TARDI model compared to the linear DI model. The R2 in the former case was 0.20
against 0.09 in the latter case.

In terms of forecasting quality the ratio between the MSFE of TARDI and DI (AR) is 0.93 (0.60). Not
only is the MSFE of the TARDI model smaller than the MSFE of the DI model, but also the TARDI model
predicted the direction more accurately than the DI model, except for the 2002.Q4 and 2003:2 values. This
result is presented in table 6 and plotted in figure A3.

4.4 Markov-Switching Diffusion Index Results

Some variations of MSDI models were estimated and used to forecast. Among these, models allowing
changes in both their coefficients and in the variance parameter were tried. Afterwards models allowing
different intercepts with equal and different variance parameters were estimated.

When the subject is to estimate a Markov-switching (MS) model it is common to use intervention
procedures such as the use of dummy variables, and the use of different variance coefficients to capture
the effects of those pulses that look like outliers in the sample. The problem with that is that without an
intervention procedure the MS model only captures these larger peaks, and this may cause problems with
the estimation process of the mean, p and q values.

Thus, some variations of MSDI models with dummy variables such as cSt = (c0 + c̃0D)(1− St) +
(c1 + c̃1D)St were also estimated and used to forecast.

Models allowing only the intercept to change with only a variance parameter and without dummy
variable for the regime 0, i.e., with c̃0 = 0, called here MSDI1 produced the best forecast, but weird
estimation results about p and q. These results are presented in table 4.

Except for the estimates of ĉ0 and q̂ all the other parameter are significant at the 5% level. This
model was the one which produced the best fit of the data. But the most important result in Table 4 is
the estimative for p̂ . This estimative means that the Markov-switching model is a reductible one and that
once it reaches an expansion stage the economy will stay there forever.

On the other hand, when forecast performance is the goal, the MSDI1 model works fine. It’s MSFE
ratio to the AR MSFE is only 0.53 almost equal to the TARDI model which presented a 0.60 ratio. The
ratio of MSDI1’s MSFE to the MSFE of TARDI model is about 0.89. Figure A4, shows actual and forecast
values from MSDI1 and AR models.

Table 6 shows that both MSDI1 and TARDI model produce similar forecasts, specially when one
observes the direction of the predicted values. Another MSDI model that deserves attention is the one
estimated with c̃0 6= 0 and c̃1 6= 0, and different variance parameters for each economic regime - recession
and expansion. The estimation results for the first round of estimates in 2001.Q4 of this model, which will
be called from now on MSDI2, are presented in table 4.

Excluding q̂, all the other estimates are statistically significant at the 5% significance level. MSDI2
models presented also a good fit to the data, but its prediction efficiency is not better than the linear DI
model. The MSFE ratio between MSDI2 and AR is 0.88, meaning that this non-linear DI model improves

15 SD and df means standard deviation and degree of freedom, respectively.
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on AR forecast, but it could not improve on any other model.
CHAUVET, LIMA AND VASQUEZ (2002) proposed a Hamilton type and a Lam type Markov-

switching model to estimate Brazilian business cycle and to forecast quarterly Brazilian GDP growth
rate. Their result was compared to an ARMA(1,1) and AR(3) forecasts. They found something similar
to the results of this study. First, the best Markov-switching type model to forecast is not the same to
estimate business cycle properties. Their best model to explain cycles was also a model that incorporated
an intervention analysis and the model without this mechanism was the best to produce forecasts.

Their model estimates that in recession (expansion) the Brazilian GDP grows at an average rate
of -1.4% (1.6%) per quarter. In this study, using both MRSDI1 and MRSDI2 these numbers are -1.3%
and 0.87% (2.2%), respectively. In terms of duration of the economic cycle, Chauvet, Lima and Vasquez
estimate a 2-3 quarters for the recession duration and 4-5 and 6-7 for the expansion duration, with two
types of MS used - Hamilton’s MS-AR(2) and Lam’s MSG-AR(2). In this study, the MRSDI1 model is
reducible, i.e., once the economy reaches an economic stage it will stay there. The duration results for the
MRSDI2 model are 1-2 quarters for the recession period and 2-3 for the expansion duration phase.

Chauvet, Lima and Vaquez used their estimated Hamilton’s MS-AR(4) model without any type of
intervation mechanism to forecast the brazilian GDP growth rate for the period 1992:2 to 2002:2, and
compared it to an ARMA16(1,1) and AR(3). The one-step-ahead MSFE ratio amog these models was used
for this purpose. Their estimated MS model improved only 2.5% upon ARMA(1,1) forecasts. In this study
MRSDI1 (MRSDI2) was 47% (12%) better than an AR(1) model.

4.5 Combining Forecast

The regression methods to combine forecasts, discussed in the last theoretical subsection, improved on the
best individual forecast mechanism - MSDI model. As expected, the unconstrained method produced the
best result in terms of smallest MSFE. Table 4 shows the ratio of each pooling process MFSE compared
to AR, DI and MSDI models.

The pooling technique based on the unconstrained regression (c) improves almost 84%, 75% and
69% on AR, DI and MSDI respectively. What could explain this enormous supremacy of combined
forecast over individual forecast? CLEMENTS AND HENDRY (2001) shows that when there are
structural breaks in the variable to be predicted, pooling is a good technique to diminish the negative
effects of these breaks on individual forecasts.

Figure A5 plots actual, AR and combined forecasts with method (c). As one can see, all these models
are more useful to predict direction and signals instead of values. The non-linear DI models forecast
direction and signals better than linear DI model, which is better than AR predictions. But in this type of
comparison, the unconstrained technique of pooling forecasts is the best one. It missed only one direction
(2002.Q3) and got all signals right.

5. CONCLUDING REMARKS

In order to forecast the GDP growth rate, macroeconomic theory would suggest the use of a large set of
financial, monetary, and other real and nominal variables to be included in a model capable to mimic some
stylized facts of business cycles, such as the comovements among a set of variables, as pointed out in the
first part of this work.

From the point of view of economic forecasting practice, parsimonious models have a great
advantage in terms of forecast performance compared to large econometric theory based models.
16 They also used a AR(3) as a benchmark model. In the case of one-step-ahead forecast horizon, the ARMA(1,1) was better than AR(3) forecasts.
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This work used linear and nonlinear diffusion index models (DI) to forecast quarterly Brazilian GDP
growth rate. A DI model is basically a static representation of an unobservable dynamic factor model. Both
models may be used to capture the comovements between variables and to reduce, at the same time, the
number of parameters in the model used to forecast.

Quarterly data from 1975:1 up to 2003:3 of Brazilian GDP and another 72 macroeconomic variables,
representing the external sector and the nominal and real side of the economy, were used to compute the
diffusion index. The estimation period ended in 2001:4 and forecasts were made from 2002:1 to 2003:3
in a recursive environment.

The results in terms of forecast performance were very encouraging. The linear DI model with only
one factor model improved 35% on an autoregressive (AR) model, when their MSFE were compared. A
time varying DI model was tried and its forecast performance was better than the AR’s, but not better than
the simple linear DI model. This corroborates a previous result found by STOCK AND WATSON (1994).
They showed that time varying parameter models are not good to forecast instability in macroeconomic
time series, something that is better accomplished with recursive forecasts. This model also predicted sign
very well.

In addition, nonlinear models such as a threshold DI (TARDI) and Markov-switching DI (MSDI)
model were used to forecast. These kind of models allow the parameters to change according to economic
regime ( recession and expansion). Not only did the TARDI model improve on the linear DI model by 7%
and 40% compared to the AR, but also the test for a threshold effect against the linear model confirmed
that a nonlinear pattern in the Brazilian GDP growth rate exists.

The results concerning MSDI models are dubious. On the one hand, the MSDI1 model presented
the best fit to the data and improved on linear DI forecast performance around 17% and 47% compared to
the AR, but it was not useful to estimate the duration of economic regimes.

On the other hand, the MSDI2 explains the cycles better than does MSDI1, but it was not as good
as MSDI1 in prediction. The MRDI2 model estimates a duration of 2-3 (1-2) quarters for the expansion
(recession) phase and these results are close to the results found in CHAUVET, LIMA AND VASQUEZ
(2002). They estimate duration of 4-5 and 6-7 quarters for expansion and 2-3 quarters for recession. These
estimates shows that Brazilian business cycles are very short.

The forecast performance of MSDI2 was only 12% better than the AR model, and worse than the
linear DI model. However, this result is not too bad, specially when one takes into account that the one-
step-ahead forecast for 1992:2 to 2000:2 of a MS model used by Chauvet, Lima and Vasquez improved
2.5% upon an ARMA(1,1) model.

Combined forecasts produced the best forecast results. Their MSFE were only 16%, 25% and 31%
of the MSFE of AR, DI and MSDI1 models, respectively. One possible reason for this fact is the presence
of structural breaks in the variable to be predicted. In this case, pooling forecasts usually reaches a better
result than do individual ones. It is important to remember that all these linear, non-linear and combining
forecast mechanisms used in this study work better predicting direction, turning points and signals than
values of quarterly Brazilian GDP growth rate.
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APPENDIX I

Index of Hours Worked In Ind. Prod. of The State of Sao Paulo * 4
Index of Industrial Production - Consumer Goods * 4
Index of Industrial Production - Intermediate Goods * 4
Index of Industrial Production - Capital Goods * 4
Index of Industrial Production - Nondurable Consumer Goods * 4
Index of Industrial Production - Durable Consumer Goods * 4
Index of Industrial Production -Mining * 4
Index of Industrial Production - Pharmaceuticals * 4
Index of Industrial Production - General * 4
Index of Industrial Production - Mechanics * 4
Index of Ind. Production - Electrical and Communications Equip. * 4
Index of Industrial Production -Metallurgy * 4
Index of Industrial Production -Transport Equi. * 4
Index of Industrial Production -Food Products * 4
Index of Industrial Production -Paper and Cardboard * 4
Index of Industrial Production -Plastics * 4
Index of Industrial Production -Chemicals * 4
Index of Industrial Production - * 4
Index of Industrial Production -Textiles * 4
Index of Ind. Prod.-Clothing, Footwear and  Leather Goods * 4
Capacity Utilization Rate-Industry-Capital Goods * 7
Capacity Utilization Rate-Industry-Intermediate Goods * 7
Capacity Utilization Rate-Industry-Material construction * 7
Capacity Utilization Rate-Industry-Mean * 7
Brazilian Direct Investment ** 0
Direct Investment ** 0
Foreign Direct Investment * 0
Foreign Portfolio Investment * 0
Portfolio Investment * 0
Interest Rate-Bank Deposit Certificate (CDB) * 1
Interest Rate Credit Operations to Short Term Private Capital * 1
SELIC Interest Rate (Monetary Policy) * 1
Loans of Financial System to Private Sector * 3
Loans of Financial System to Private Sector-Habitation * 3
M0-Monetary Aggregate * 4
M1-Monetary Aggregate * 4
Internal Debt ** 3
Federal Internal Mobiliary debt * 3
Financial Execution of National Treasury Debt * 3
Financial Execution of National Treasury Credit * 3
Cost of Living Index of Sao Paulo * 6
General Price Index Domestic Supply * 2,6
INCC Price Index * 2,6
Index of Nominal of The Retail Trade in Sao Paulo-Industry * 4
Index of Employed People in Ind. Prod. of State of Sao Paulo * 2
GDP of Brazil * 5
Exports * 2
Imports * 4
Overall Balance of Payment Results * 2
Exchange Rate (R$/US$) * 3
International Reserve * 2
IBOVESPA-Index of Stock Market-Brazil *** 3
Mundial Exports * 2
Mundial Imports * 4
Exports of Industrialized Countries * 2
Imports of Industrialized Countries * 4
GDP of Canada * 6
GDP of China * 4
GDP of Korea * 4
GDP of Spain * 4
GDP of France * 4
GDP of Germany * 2
GDP of Italy * 6
GDP of Japan * 6
GDP of United Kingdom * 6
GDP of USA * 4
USA Interest Rate-Federal Funds-3-month * 1
USA Interest Rate-Treasury Maturities-10-years * 1
USA Interest Rate-Treasury Maturities-3-years * 1
USA Interest Rate-Prime-3-month * 1
USA Interest Rate-Treasury Bills-3-month * 1
USA Interest Rate-Treasury Bills-6-month * 1

Figure A1-List of Series and Transformations

Where,
(*) Data from Ipeadata; (**) Data from Central Bank of Brazil; (***) Data from Economatica;

[0] Growth Rates; [1]First Difference (1diff); [2] Ln+1diff; [3]Ln+Deflating+1diff; [4] Ln+Seas. Adj.+1diff;

[5] Ln+deflating+seas.adj+1diff; [6] Ln+Second Difference (2diff); [7] ∆Ln( Xt
100−Xt ).
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APPENDIX II
TABLE1−One Step Ahead Forecasts of DI Models: 2002.Q1to2003.Q3

Models Models
DI DI-AR

num. fac.
r = 1 0.65 1.00
r = 2 0.65 1.08
r = 3 0.64 1.08
r = 4 0.81 1.78
r = 5 0.82 1.84

num. Lags DI-Lag DI-AR-Lag
q2 = 1 0.65 1.50
q2 = 2 0.65 1.08
q2 = 3 0.64 1.08
BIC DI-BIC DIAR-BIC

0.65 1.00
BIC DILAG-BIC DIARLAG-BIC

0.65 1.50

TABLE2−Testing for Threshold Effect:1976.Q2 to 2001.Q4
gt−1 bγ p− value

(Ln(gdpt−1/gdpt−2))t−1 0.0934 0.5070
(Ln(gdpt−1/gdpt−2))t−2 -0.0497 0.3360
(Ln(gdpt−1/gdpt−2))t−3 0.0598 0.2420
(Ln(gdpt−1/gdpt−2))t−4 0.0571 0.7160
Ln(gdpt−1/gdpt−2) 0.1338 0.6920
Ln(gdpt−1/gdpt−3) -0.0286 0.02600
Ln(gdpt−1/gdpt−4) 0.0682 0.2300

TABLE3A−Estimatinon Results for Regime 1: gt−1 6 γ̂

OBS ĉ1 β̂
1

0 SDc1 SDβ1 bγ df
01.Q4 0.02402 0.06851 0.00796 0.07036 -0.02858 33
02.Q1 0.02402 0.06851 0.00796 0.07036 -0.02858 33
02.Q2 0.02402 0.06851 0.00796 0.07036 -0.02858 33
02.Q3 0.02402 0.06851 0.00796 0.07036 -0.02858 33
02.Q4 0.02402 0.06851 0.00796 0.07036 -0.02858 33
03.Q1 0.02549 0.07949 0.00814 0.06986 -0.0344 31
03.Q2 0.02449 0.08554 0.00791 0.06907 -0.0344 32

TABLE3B−Estimation Results for Regime 1: gt−1 > γ̂

OBS ĉ2 β̂
2

0 SDc2 SDβ2 bγ df
01.Q4 -0.00639 0.23938 0.00629 0.10454 -0.02858 66
02.Q1 -0.00650 0.23929 0.00620 0.10452 -0.02858 67
02.Q2 -0.00666 0.23791 0.00615 0.10379 -0.02858 68
02.Q3 -0.00659 0.23741 0.00603 0.10294 -0.02858 69
02.Q4 -0.00701 0.23531 0.00598 0.10271 -0.02858 70
03.Q1 -0.00785 0.22527 0.00591 0.10237 -0.0344 73
03.Q2 -0.00785 0.22527 0.00591 0.10237 -0.0344 73
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TABLE4−Estimation Results for MSDI1 and MSD2: 1975.Q3 to 2001.Q4
OBS MSDI1 MSDI2 SD(MSDI1) SD(MSDI2)
ĉ0 -0.01321 -0.01284 0.06230 0.00618
ĉ1 0.00869 0.02157 0.00443 0.00872
β̂ 0.10959 0.13629 0.04705 0.04105
p̂ 1 0.60614 0.00001 0.15931
q̂ 0 0.33933 0.00002 0.23592
σ̂20 0.04498 0.04963 0.00307 0.00429
σ̂21 - 0.01855 - 0.00507
c̃0 - -0.22899 - 0.02183
c̃1 -0.17757 -0.06609 0.02706 0.03740
R2 0.41 0.29290

TABLE5−MSFE Ratios Comparison
Combining Methods\Denominator AR DI MSDI

(a) 0.73 1.15 1.38
(b) 0.58 0.91 1.09
(c) 0.16 0.25 0.31
(d) 0.35 0.55 0.66
(e) 0.85 1.33 1.60

TABLE6− Actual, Predicted, MSFE and RMSFE
Actual AR DI TARDI

2002:1 -0.01289 -0.00504 0.01647 -0.00571
2002:2 -0.00012 0.00740 -0.00823 0.01067
2002:3 -0.01746 0.00444 0.01005 -0.02223
2002:4 -0.02682 0.00814 0.0058 0.00254
2003:1 -0.07715 0.00987 -0.00933 -0.00340
2003:2 -0.01390 0.01969 -0.00739 -0.02262
2003:3 0.03586 0.00564 0.02493 0.01974
MSFE 0.00163 0.00105 0.00098

RMSFE 0.040 0.033 0.031
Actual TVPDI MSDI1 Comb Unc

2002:1 -0.01289 0.01649 -0.00181 -0.03053
2002:2 -0.00012 -0.00037 0.00816 -0.01502
2002:3 -0.01746 -0.00018 -0.00808 -0.00142
2002:4 -0.02682 -0.00808 -0.00507 -0.01847
2003:1 -0.07715 -0.01503 -0.00764 -0.05202
2003:2 -0.01390 -0.04049 -0.02187 -0.03312
2003:3 0.03586 -0.02000 0.01485 0.03810
MSFE 0.00131 0.00087 0.000267

RMSFE 0.036 0.030 0.016

19



APPENDIX III

-0.08

-0.06

-0.04

-0.02

0.00

0.02

0.04

02:1 02:2 02:3 02:4 03:1 03:2 03:3

ACTUAL FAR FDI

Figure A1

-0.08

-0.06

-0.04

-0.02

0.00

0.02

0.04

02:1 02:2 02:3 02:4 03:1 03:2 03:3

ACTUAL FAR FTVP

Figure A2

-0.08

-0.06

-0.04

-0.02

0.00

0.02

0.04

02:1 02:2 02:3 02:4 03:1 03:2 03:3

ACTUAL FAR FTAR

Figure A3

-0.08

-0.06

-0.04

-0.02

0.00

0.02

0.04

02:1 02:2 02:3 02:4 03:1 03:2 03:3

ACTUAL FAR FMSDI1

Figure A4

-0.08

-0.06

-0.04

-0.02

0.00

0.02

0.04

02:1 02:2 02:3 02:4 03:1 03:2 03:3

ACTUAL FAR YUNC

Figure A5

Figure A1 to A5- Actual and Predicted Values
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